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Minimizing movements for forced anisotropic curvature
flow of droplets

Shokhrukh Kholmatov

Abstract. We study forced anisotropic curvature flow of droplets on an inhomogeneous horizontal
hyperplane. As in Bellettini and Kholmatov [J. Math. Pures Appl. 117 (2018), 1–58], we estab-
lish the existence of smooth flow, starting from a regular droplet and satisfying the prescribed
anisotropic Young’s law, and also the existence of a 1=2-Hölder continuous in time minimizing
movement solution starting from a set of finite perimeter. Furthermore, we investigate various prop-
erties of minimizing movements, including comparison principles, uniform boundedness, and the
consistency with the smooth flow.
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1. Introduction

In this paper, we are interested in the forced anisotropic mean curvature flow of droplets
on an inhomogeneous hyperplane. Representing the droplets by subsets of the half-plane

� WD Rn�1 � .0;C1/

and the relative adhesion coefficient of the hyperplane

@� WD Rn�1 � ¹0º
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by a function ˇ W @� ! R, we write the corresponding evolution equation of droplets
¹E.t/ºt2Œ0;T / as8̂̂̂̂

<̂
ˆ̂̂:
v�.t/.x/ D ��

ˆ
�.t/

.x/ � f .t; x/ for t 2 .0; T / and x 2 �.t/,

@�.t/ � @� for t 2 Œ0; T /,

rˆ.��.t/.x// � en D �ˇ.x/ for t 2 .0; T / and x 2 @�.t/,

E.0/ D E0;

(1.1)

where �.t/ WD � \ @E.t/ is the free boundary of E.t/ in �, ˆ is an even anisotropy in
Rn, i.e., a positively one-homogeneous even convex function in Rn satisfying

cˆjxj � ˆ.x/ � Cˆjxj; x 2 Rn; (1.2)

for some 0 < cˆ � Cˆ, v�.t/ and �ˆ
�.t/

are the normal velocity and the anisotropic mean
curvature of �.t/, respectively, ��.t/ is the unit normal, outer toE.t/, f WRC0 ��!R is
a forcing term, enD .0; : : : ; 0;1/, andE0 is the initial droplet; here, RC0 WD Œ0;C1/. In the
literature, the third equation in (1.1) is called the anisotropic Young’s law or anisotropic
contact-angle condition [16]. We refer to solutions of (1.1) as theˆ-curvature flow starting
from E0, with forcing f and anisotropic contact angle ˇ.

The following result shows that equation (1.1) is well posed.

Theorem 1.1 (Existence of smooth flows). Let ˆ be an elliptic C 3C˛-anisotropy in Rn,
f 2 C

˛
2 ;˛.RC0 � x�/, ˇ 2 C

1C˛.@�/ with kˇk1 < ˆ.en/, and E0 � � a bounded set
such that �0 WD � \ @E0 is a C 2C˛-hypersurface with boundary satisfying

@�0 � @� and rˆ.��0/ � en D ˇ on @�0;

where ˛ 2 .0; 1�. Then, there exist a maximal time T � > 0 and a unique ˆ-curvature flow
¹E.t/ºt2Œ0;T �/ starting from E0, with forcing f and anisotropic contact angle ˇ.

In Section 4, we establish this theorem in a more general form (see Theorem 4.3) by
following the arguments presented in [4,27]. Specifically, we begin by introducing a con-
venient parametrization and linearize the problem near the initial and boundary conditions.
Subsequently, we employ the Solonnikov method [37] to solve the linearized problem, and
next, utilizing fixed-point arguments in the Hölder spaces, we solve the nonlinear problem
for small time intervals. Finally, through iterative application of this short-time argument,
we extend the solution till the maximal time. Since the fixed-point method is quite robust,
the flow is stable with respect to small perturbations of initial condition,ˆ, ˇ, and f (The-
orem 4.8). Moreover, as in the Euclidean case (see, e.g., [4, 36]), the smooth ˆ-curvature
flow satisfies a strong comparison principle (Theorem 4.9), which, in particular, shows
the uniqueness of the flow. The stability of the smooth flow allows to flow tubular neigh-
borhoods of initial sets (Theorem 4.12); we anticipate here that the evolution of tubular
neighborhoods is an important ingredient in the proof of the consistency of GMM (Defi-
nition 1.2) with the smooth flow.
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The evolution equation (1.1) can be seen as mean curvature flow of hypersurfaces with
a prescribed Neumann-type boundary condition. There are quite a few results related to the
well-posedness of the classical mean curvature flow with Neumann boundary condition;
see, e.g., [2,4,8,22–24,27]. See also [21,25,34,38] for mean curvature flow with Dirichlet
boundary conditions.

When f � 0, the evolution equation (1.1) is a gradient flow for the functional

Cˇ .E/ WD Pˆ.E;�/C

Z
@�

ˇ�EdHn�1; E 2 BV.�I ¹0; 1º/; (1.3)

where for simplicity we drop the dependence of Cˇ on ˆ,

Pˆ.E; U / WD

Z
U\@�E

ˆ.�E /dHn�1

is the ˆ-perimeter of E in an open set U , and @�E and �E are the reduced boundary and
the generalized outer unit normal of E. To maintain the L1.�/-lower semicontinuity and
coercivity of the capillary functional, we always assume that

9� 2 .0; 1=2/ W kˇk1 � .1 � 2�/ˆ.en/: (1.4)

Under this assumption and a priori estimates (see (A.1) below),

�Pˆ.E/ � Cˇ .E/ � Pˆ.E/; E 2 � : (1.5)

In the literature, Cˇ is usually referred to as the anisotropic capillary functional. Origi-
nated in the work of Young, Laplace, Gauss, and others, this functional allows to consider
more general classes of anisotropies ˆ (such as crystalline) and relative adhesion coef-
ficients ˇ not necessarily constant (see, e.g., [16, 19, 30]). The global minimizers of this
functional (usually under a volume constraint) are related to the equilibrium shapes of
liquid or crystalline droplets in the container, which sometimes are called Winterbottom
shapes [28, 30, 35]. Therefore, the problems, such as the existence of minimizers, the reg-
ularity of their free boundaries and contact sets, the validity of an anisotropic version of
Young’s contact-angle law, and the characterization of the shape of the minimizers, have
been extensively investigated and addressed in numerous papers in the literature (see,
e.g., [7, 9, 16, 19, 20, 26, 28, 30, 35] and the references therein).

To study a weak evolution of droplets, let

� WD ¹E 2 BV.�I ¹0; 1º/ W E D E.1/º

be the metric space endowed with the L1.�/-distance d.E;F / WD jE�F j; where E.1/ is
the set of points of density 1 for E, i.e.,

E.1/ WD ¹x 2 Rn W lim
r!0C

r�njBr .x/ nEj D 0º;
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and let

Fˇ;f .EIE0; �; k/ WD

8<: jE�E0j; k D 0;

Cˇ .E/C
1
�

R
E�E0

dE0dx C
R kC1
k

ds
R
E
f .�s; x/dx; k � 1

be the anisotropic capillary Almgren–Taylor–Wang functional with a nonautonomous
(time-dependent) forcing, which generalizes the isotropic setting of [4], where E;E0 2 � ,
� > 0, k 2 N0 WD N [ ¹0º, dE .x/ WD dist.x; @E/, and f is a suitable forcing term. When
f � 0, we shortly write Fˇ .

Definition 1.2 (Generalized minimizing movements [15]). (a) Given � > 0, a family
¹E.�;k/ºk2N0

� � is called a (discrete) flat flow starting fromE0 provided thatE.�;0/ WD
E0,

E.�; k/ 2 argminFˇ;f .�IE.�; k � 1/; �; k/; k � 1:

(b) A family ¹E.t/ºt2RC0
is called a generalized minimizing movement (GMM) starting

from E0 if there exist a sequence �i ! 0C and flat flows ¹E.�i ; �/º such that

lim
i!C1

jE.�i ; bt=�ic/�E.t/j D 0; t � 0; (1.6)

where bxc is the integer part of x 2 R.
The collection of all GMMs starting from E0 and associated to Fˇ;f will be denoted

by GMM.Fˇ;f ; E0/.

In applications, it is enough to establish (1.6) in any finite interval Œ0; T /. (Thus, dif-
ferent T may require different sequences �j ! 0C, but at the end, we can use a diagonal
argument.)

Starting from the seminal papers [1, 15, 29], the minimizing movement approach
has been employed in numerous papers, especially in proving the existence of weak
(anisotropic) mean curvature flows (see, e.g., [11–13]). Moreover, the robustness of the
method allows for applications in other settings, such as in (anisotropic) mean curva-
ture evolution in Finsler geometry with forcing [10], a volume-preserving mean curvature
flow [33], mean curvature flow with Dirichlet and Neumann-type boundary conditions [4,
32] (see also Theorem 1.3), and a mean curvature evolution of bounded Caccioppoli par-
titions, including anisotropies and forcing [3, 5].

The first main result of this paper is the following theorem.

Theorem 1.3 (Existence of generalized minimizing movements). Assume that

(a)
f 2 L1loc.R

C
0 �Rn/ and f � 2 L1loc.R

C
0 IL

1.Rn//; (H1)

(b)

8T > 0 9
T > 0 W sup
0<jAj<!n


n
T ;0�t�T

1

jAj
n�1
n

Z
A

jf .t; x/jdx �
cˆ�n!

1=n
n

4
; (H2)
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(c)

lim sup
�!0C

1

�

Z �

0

ds

Z
Rn

jf .s; x/jdx 2 Œ0;C1/; (H3)

(d) for any T > 0 either

cT WD sup
t2Œ0;T �

kf .t; �/kL1.Rn/ < C1 (H4’)

or there exists cT > 0 such thatZ
Rn

jf .s; x/ � f .s C �; x/jdx � cT �; s; s C � 2 Œ0; T �; � > 0: (H4”)

Then, for any E0 2 � , GMM.Fˇ;f ; E0/ is nonempty. Moreover, there exists C0 > 0

depending only on ˆ, ˇ, f , and E0 such that, for any E.�/ 2 GMM.Fˇ;f ; E0/,

jE.t/�E.s/j � C0jt � sj
1=2; s; t > 0 with jt � sj < 1: (1.7)

If j@E0j D 0, then (1.7) holds for all s; t � 0.
Furthermore, assume that E0 is bounded and for T > 0,

9aT ; bT > 0 W f �.t; x/ � aT C bT jxj; t 2 Œ0; T �; jxj 2 Rn: (H5)

Then, each E.�/ 2 GMM.Fˇ;f ;E0/ is bounded in Œ0; T �; i.e., there exists xR > 0 such that
E.t/ � B xR.0/ for any t 2 Œ0; T �.

Some comments on assumptions (a)–(d) are in order.

• The hypothesis (a) is necessary for the well definiteness of Fˇ;f and is related to the
prescribed curvature functional.

• The condition (b) will be used in establishing uniform density estimates in Theo-
rem 2.2 and also in proving the boundedness of minimizers.

• The hypothesis (c) is a technical assumption implying Fˇ;f .E0IE0; �; k/ < C1 for
anyE0 2 � and will be necessary to estimate the forced capillary energies of flat flows
E.�; k/ with that of E.�; 0/ (see, e.g., (2.21), (2.25) and subsequent estimates).

• An example of forcing f satisfying (a)–(c) is

f .t; x/ D a.t/h.x/

for some a 2 L1.RC0 / and h 2 L1.Rn/ \ Lp.Rn/ for some p � n.

• Assumptions (H4’) and (H4”) in (d) are two (in general different) sufficient conditions
for the existence and local 1=2-time Hölder continuity of GMMs.

• In [10], the authors established the local uniform boundedness of GMM for bounded
forcing terms using comparison with balls. In this paper, we show that the same prop-
erty holds also for forcing terms with at most linear growth, using comparison with
Winterbottom shapes in place of balls (see Section 2.2).
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To prove Theorem 1.3, we apply the already well-established machinery of Almgren–
Taylor–Wang and Luckhaus–Sturzenhecker (see, e.g., [1, 4, 5, 10, 29, 33]). The main dif-
ficulty here is that as in [10] because of the time dependence of f , given a flat flow
¹E.�; k/º, the sequence

k 7! Cˇ .E.�; k//C

Z kC1

k

ds

Z
E

f .�s; x/dx

is not necessarily nonincreasing. This creates numerous technical difficulties to bound
the perimeter P.E.�; k// uniformly in � and k, which is important for the sequential
compactness of ¹E.�; bt=�c/º in � . To overcome such an issue, we use assumption (d). It
is worth to mention that under the assumption (H4”) every GMM is globally 1=2-Hölder
continuous in time; i.e., in (1.7) the assumption jt � sj < 1 is not necessary. This is true,
for instance, in the case of an autonomous (time-independent) forcing f .

As in the Euclidean case without forcing [4, Section 6], minimizers of Fˇ;f satisfy
various comparison principles (Theorem 3.1), which yield the following comparison prin-
ciple for GMMs.

Theorem 1.4 (Comparison of GMMs). Assume that ˇ1 � ˇ2 Hn�1-a.e. on @�,E10 �E
2
0

and f1 � f2 a.e. in RC0 ��. Then,

(a) for any E2.�/ 2 GMM.Fˇ2;f2 ;E
2
0 / there exists E1.�/� 2 GMM.Fˇ1;f1 ;E

1
0 / such

that
E1.t/� � E

2.t/ for all t � 0; (1.8)

(b) for any E1.�/ 2 GMM.Fˇ1;f1 ;E
1
0 / there exists E2.�/� 2 GMM.Fˇ2;f2 ;E

2
0 / such

that
E1.t/ � E2.t/� for all t � 0.

Finally, we study the relation of GMM with the smooth flow solving (1.1).

Theorem 1.5 (Consistency). Assume that n � 3 and ˆ is an elliptic C 3C˛-anisotropy
in Rn for some ˛ 2 .0; 1�, or n � 4 and ˆ is Euclidean. Let ˇ 2 C 1C˛.@�/, f 2
C

˛
2 ;˛.Œ0;C1/ � x�/, and ¹E.t/ºt2Œ0;T �/ be a smooth ˆ-curvature flow starting from E0,

with forcing f and anisotropic contact angle ˇ. Then, for any F.�/ 2 GMM.Fˇ;f ; E0/,

E.t/ D F.t/; t 2 Œ0; T �/:

Similar consistency result in the three-dimensional Euclidean case without forcing
has been recently obtained in [36] using the techniques originated in [1]. To prove The-
orem 1.5, we adapt those techniques adding anisotropy and also forcing. Note that the
smallness of dimension n implies that the free boundary @�E� of minimizers E� of
Fˇ;f .�IE0; �;k/ is aC 2-hypersurface up to the boundary [16,17], satisfying the anisotrop-
ic contact angle condition with ˇ. This allows to establish smooth inner and outer barriers
for minimizers of Fˇ;f in Proposition 3.3. To extend this proposition to higher dimen-
sions, one need to show that a smooth hypersurface � � � with boundary in @� can be
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an outer or inner barrier for @�E� either only at points of the reduced boundary or only
at regular points of @�E� . Recall that the assertion for the reduced boundary is true since
there are no singular minimizing cones for Pˆ containing a halfspace (see [1, Lemma
7.3]). However, currently not much seems known about such a behavior of singular mini-
mizing cones for capillary functional Cˇ .

The paper is organized as follows. In Section 2, we provide a full proof of Theorem 1.3.
Various comparison results are established in Section 3. In Section 4, we establish the
well-posedness of (1.1), proving Theorem 1.1 in more general form, and various properties
of the smooth flows. Finally, we prove Theorem 1.5 in Section 5. We conclude the paper
with an appendix, where we obtain some a priori estimates for capillary functional and a
characterization of elliptic smooth anisotropies.

2. Existence of GMM

Notation

Given an anisotropy ˆ in Rn, the dual anisotropy is defined as

ˆo.x/ WD max
ˆ.y/D1

x � y:

The following Young inequality holds:

x � y � ˆo.x/ˆ.y/; x; y 2 Rn:

The set W ˆ WD ¹ˆo.x/ � 1º are called the Wulff shape for ˆ. With a slight abuse of the
definition, the translations and scalings W ˆ

r .x/ D x C rW
ˆ of W ˆ are still called Wulff

shapes.
We say an anisotropyˆ in Rn is C kC˛ ifˆ 2 C kC˛loc .Rn n ¹0º/. We denote by rˆ and

r2ˆ the spatial gradient and Hessian ofˆ. If there exists 
 > 0 such that x 7!ˆ.x/� 
 jxj

is also an anisotropy, ˆ is called elliptic. By Proposition A.2, a C kC˛-anisotropy with
k � 2 is elliptic if and only if its dual is an elliptic C kC˛-anisotropy.

Given an anisotropy ˆ, we define

dˆE .x/ WD inf¹ˆ.x � y/ W y 2�\ @�Eº; sdˆE .x/ WD

´
dˆE .x/; x 2 � nE;

�dˆEc .x/; x 2 E;
x 2�;

for E 2 � . When ˆ is Euclidean, we write shortly dE and sdE .
To shorten the notation, we use

@�E WD � \ @E

and
E � F ” E � F and dist.@�E; @�F / > 0
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for E;F 2 � . Note that

E � F ” sdˆE � sdˆF in �; resp.; E � F ” sdˆE > sdˆF in �.
(2.1)

The following proposition shows the connection between the regular surfaces and dis-
tance functions (see also [36, Proposition 2.1]).

Proposition 2.1. Let � be a C 2C˛-hypersurface (not necessarily connected and with or
without boundary) in an open set Q � Rn for some ˛ 2 Œ0; 1�. Then,

(a) for any x 2 � there exists rx > 0 such that

• � divides Brx .x/ into two connected components,

• dist.�; �/ 2 C 2C˛.Brx .x/ n �/;

(b) if � is compact and has no boundary, then infx2� rx > 0, i.e., the radius rx in (a)
can be taken uniform in x;

(c) if � D Q \ @E for some E � Q and ˆ is an elliptic C 3C˛-anisotropy, then for
any x 2 � there exists rx > 0 such that Br .x/ � Q and sdˆE 2 C

2C˛.Brx .x//.
In this case,

r sdˆE .x/ D �E .x/
ˆo

for any x 2 � , where �E is the outer unit normal of E and

�ˆ
o

D
�

ˆo.�/
; 0 ¤ � 2 Rn: (2.2)

(d) Assume that in (c), additionally, Q has a C 2C˛-boundary. Then, under assump-
tions of (b), for any x0 2 @Q \ @� and for any � 2 Sn�1 with � � �Q.x0/ < 0,
where �Q.x0/ is the outer unit normal of @Q at x0, one has

sdˆE .x0 C s�/ � sdˆE .x0/ D s
�
�E .x0/

ˆo
� �C o.1/

�
as s ! 0C:

These assertions can be proven using the local geometry of � and Q, i.e., passing to
the local coordinates (see also [18]).

Given an elliptic C 2-anisotropy ˆ and a C 2-hypersurface � � Rn oriented by a unit
normal �� , the ˆ-curvature of � at x 2 � is defined as [1, Section 2.2]

�ˆ� .x/ WD TrŒr2ˆo.��.x//r2R.x/�;

where R is any C 2-function in a ball Br .x/ with small radius r > 0 satisfying

Br .x/ \ � D ¹R D 0º and rR.x/ D �E .x/:

Writing � as a graph near x, one can show that �ˆ� .x/ is independent of the choice of R.
When � D @�E for some E ��, we orient � along the outer unit normal of E and write

�ˆE WD �
ˆ
� :
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By this convention, convex sets admit a nonnegative ˆ-curvature. We also set

kIIEk1 WD sup
x2�

jII�.x/j;

where II� is the second fundamental form of � .
Recall that if

Et D .IC tX/.E/

is a C 1-perturbation of E �� for some X 2 C 1c .U IR
n/ with X � en D 0 on @�, then the

first variation of the capillary functional Cˇ at E is computed as [26]

d

dt
Cˇ .Et /

ˇ̌
tD0
D

Z
�

�ˆEX � �EdHn�1

C

Z
@�\@�

X �
�
R�=2.�.rˆ.��///C ˇn

�
dHn�2; (2.3)

where � WD @�E, �� is the outer unit normal to � , n is the conormal of � at its boundary
points (i.e., tangent vector to � , but normal to @�), � is the orthogonal projection onto the
hyperplane T spanned to ¹�� ; nº (both defined at @�), and R� is the counterclockwise
rotation in T by angle � .

Recall that by [4, Lemma 2.1] for any E 2 �

�E 2 L
1.@�/ and E 2 � : (2.4)

By (2.4) we can rewrite the anisotropic capillary functional (1.3) as

Cˇ .F / D Pˆ.F /C

Z
@�

.ˇ �ˆo.en//�F dHn�1:

Moreover, since G�G 2 L1.�/ for any G 2 � , up to an additive constant independent of
E, we can write

Fˇ;f .EIE0; �; k/ WD Cˇ .E/C
1

�

Z
E

sdE0 dx C
1

�

Z .kC1/�

k�

Z
E

f .s; x/dxds; k � 1:

2.1. Proof of Theorem 1.3

For the convenience of the reader, we divide the proof into smaller steps. In each step, we
highlight which of the assumptions on f (mentioned in Theorem 1.3) will be used in that
step.

2.1.1. Existence of minimizers. Given E0 2 � , � > 0, and k 2 N, let ¹Eiº be a mini-
mizing sequence of Fˇ;f .�IE0; �; k/. We may assume that

Fˇ;f .Ei IE0; �; k/ � Fˇ;f .E0 \ BRIE0; �; k/
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for some R > 0 and for all i � 1. (We need such a truncation with BR.0/ because a priori
E0 is not bounded, and thus, in general, the integral

R kC1
k

ds
R
E0
f C.�s; x/dx need not

to be finite.) Then,

Cˇ .Ei /C
1

�

Z
EinE0

dE0dx C
1

�

Z .kC1/�

k�

ds

Z
Ei

f C.�s; x/dx

� Fˇ;f .E0 \ BRIE0; �; k/C
1

�

Z
E0

dE0dx

C
1

�

Z .kC1/�

k�

ds

Z
Rn

f �.�s; x/dx WD C1: (2.5)

In particular, by (1.5), ¹Pˆ.Ei /º is bounded, and hence, by L1loc.�/-compactness of � ,
there exists E1 2 BVloc.�I ¹0; 1º/ such that, up to a relabeled subsequence, Ei ! E in
L1loc.�/ as i !C1. Moreover, for any bounded U � �,

Pˆ.E; U / � lim inf
i!C1

Pˆ.Ei ; U / � lim inf
i!C1

Pˆ.Ei / �
1

�
sup
i

Cˇ .Ei / �
C1

�
:

Thus, letting U % Rn, we get Pˆ.E/ < C1. Moreover, by the isoperimetric inequality

Pˆ.E/ � cˆ;njEj
n�1
n ; cˆ;n D

Pˆ.W
ˆ/

jW ˆj
n�1
n

; (2.6)

for any bounded U � Rn, we have

jU \Ej D lim
i!C1

jU \Ei j � lim inf
i!C1

jEi j � c
� n
n�1

ˆ;n lim inf
i!C1

Pˆ.Ei /
n
n�1 �

�
C1

cˆ;n�

� n
n�1

:

Thus, jEj < C1, i.e., E 2 � . Then, the L1loc.�/-lower semicontinuity of Fˇ;f implies
that E is a minimizer.

Notice that if E� is a minimizer, then as in (2.5)

Cˇ .E� /C
1

�

Z
E�nE0

dE0dx C
1

�

Z .kC1/�

k�

ds

Z
E�

f C.s; x/dx � C1;

and hence, f C 2 L1.Œk�; .k C 1/�� �E� /.

2.1.2. Density estimates for minimizers. In this section besides (H1), we assume (H2).

Theorem 2.2. Let E0 2 � , � > 0, k 2 N, and E� be a minimizer of Fˇ;f .�IE0; �; k/. Let
T > .k C 1/� . Then, there exists � 2 .0; 8�n/ depending only on n, ˆ, and � (see (1.5))
such that

sup
x2E��E0

dE0.x/ �
p
�

�
(2.7)
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provided �
p
� � 
T , where 
T > 0 is given by (H2). Moreover, if x 2 @E� and r 2

.0; �
p
��, then

� �
jBr .x/ \E� j

jBr .x/j
� 1 � �; (2.8)

P.E� ; Br .x//

rn�1
� �: (2.9)

In what follows, we refer to (2.8) and (2.9) as the uniform density estimates for E� .

Proof. For shortness, we write

h.�/ WD

Z kC1

k

f .�s; �/ds:

Let us establish (2.7). For each x 2 E�E0, let px 2 @�E0 be such that

rx WD jpx � xj D dE0.x/:

By the 1-lipschitzianity of dE0 ,

jdE0.x/j � jdE0.px/j C jx � pxj D rx :

Thus, we need to estimate rx . Fix r 2 .0; rx/ and set Br WD Br .x/.
Let x 2 E n E0 so that sdE0 � rx � r in Br .x/. Then, for a.e. r 2 .0; rx/ with

Hn�1.@�E� \ @Br / D 0, summing the equalities

Pˆ.E� n Br ; �/ � Pˆ.E� ; �/ D

Z
E�\@Br

ˆ.�Br /dHn�1
� Pˆ.E� ; � \ Br /

D 2

Z
E�\@Br

ˆ.�Br /dHn�1
� Pˆ.E� \ Br ; �/;Z

@�

ˇ�E�nBrdHn�1
�

Z
@�

ˇ�E�dHn�1
D �

Z
@�

ˇ�E�\BrdHn�1;Z
E�nBr

sdE0 dx �
Z
E�

sdE0 dx D �
Z
E�\Br

sdE0 dx;Z
E�nBr

hdx �

Z
E�

hdx D �

Z
E�\Br

hdx

and using the minimality of E, we find

0 � Fˇ;f .E� n Br IE0; �; k/ � Fˇ;f .E� IE0; �; k/

D 2

Z
E�\@Br

ˆ.�Br /dHn�1
� Pˆ.E� \ Br ; �/

�

Z
@�

ˇ�E�\BrdHn�1
�
1

�

Z
E�\Br

sdE0 dx �
Z
E�\Br

hdx:
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Thus,

2

Z
E�\@Br

ˆ.�Br /dHn�1
� Cˇ .E� \ Br /C

rx � r

�
jE� \ Br j C

Z
E�\Br

hdx: (2.10)

By (1.5), the definition of theˆ-perimeter, (1.2), and the Euclidean isoperimetric inequal-
ity

Cˇ .E� \ Br / � �Pˆ.E� \ Br / � �cˆn!
1=n
n jE� \ Br j

n�1
n :

On the other hand, if r � 
T , then by (H2)Z
E�\Br

jhjdx �
cˆ�n!

1=n
n

4
jE� \ Br j

n�1
n ;

and therefore, by (2.10) and (1.2),

3cˆ�n!
1=n
n

4
jE� \ Br j

n�1
n � 2CˆHn�1.E� \ @Br /:

Integrating this inequality, we get

jE� \ Br j �

�
3cˆ�

8Cˆ

�n
!nr

n; r 2 Œ0; 
T ^ rx �: (2.11)

Inserting this in (2.10), we get

rx � r

�

�
3cˆ�

8Cˆ

�n
!nr

n
� 2Cˆn!nr

n�1;

and therefore,

rx � g.r/ WD r C
C2�

r
; r 2 .0; 
T ^ rx �; (2.12)

where

C2 WD 2Cˆn

�
8Cˆ

3cˆ�

�n
:

On the other hand, if x 2 E0 nE� , then using

0 � Fˇ;f .E� [ Br IE0; �; k/ � Fˇ;f .E� IE0; �; k/

D 2

Z
Ec� \@Br

ˆ.�Br /dHn�1
� Pˆ.E

c
� \ Br ; �/

C

Z
@�

ˇ�Ec� \BrdHn�1
�
1

�

Z
Ec� \Br

sdE0 dx �
Z
Ec� \Br

hdx

for a.e. r 2 .0; rx � with rx WD dist.x; @E0/, we get

2

Z
Ec� \@Br

ˆ.�Br /dHn�1
� C�ˇ .E

c
� \ Br /C

rx � r

�
jEc� \ Br j C

Z
Ec� \Br

hdx:
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Now, repeating the above arguments, we obtain

jEc� \ Br j �

�
3cˆ�

8Cˆ

�n
!nr

n; r 2 Œ0; 
T ^ rx �; (2.13)

and hence, again, (2.12) follows.
In the remaining part of the proof, we assume that

p
C2� � 
T . The function g

in (2.12) admits its unique global minimum at
p
C2� . Thus, if rx >

p
C2� , then rx �

g.
p
C2�/ D 2

p
C2� . Therefore,

sup
x2E��E0

dE0.x/ D sup
x2E��E0

rx � 2
p
C2�:

Now, we prove density estimates. Fix any x 2 @E� , r 2 .0;
p
C2��, and let Br WD

Br .x/. First, assume that Br \ @�E� D ;. Then, Br intersects only the flat part of @E� ,
and hence,

Hn�1.Br \ @E� / D !n�1r
n�1; jBr \E� j D

!nr
n

2
:

Thus, consider the case Br \ @�E� ¤ ; so that

sup
y2Br

dE0.y/ � r C sup
y2Br\ŒE�E0�

dE0.y/ � r C 2
p
C2�: (2.14)

By (H2),Z
E�\Br

jhjdx �
cˆ�n!

1=n
n

4
jE� \ Br j

n�1
n ;

Z
Ec� \Br

jhjdx �
cˆ�n!

1=n
n

4
jEc� \ Br j

n�1
n :

Moreover, by (2.14),Z
E�\Br

dE0dx � .r C 2
p
C2�/jE� \ Br j

n�1
n jE� \ Br j

1
n

� !1=nn r.r C 2
p
C2�/jE� \ Br j

n�1
n

and Z
Ec� \Br

dE0dx � .r C 2
p
C2�/jE

c
� \ Br j

n�1
n jEc� \ Br j

1
n

� !1=nn r.r C 2
p
C2�/jE

c
� \ Br j

n�1
n :

Thus, if we choose r � C3
p
� , where C3 satisfies

C3.C3 C 2
p
C2/ D

cˆ�n

4
;

then Z
E�\Br

�
dE0
�
C h

�
dx �

cˆ�n!
1=n
n

2
jE� \ Br j

n�1
n
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and Z
Ec� \Br

�
dE0
�
C h

�
dx �

cˆ�n!
1=n
n

2
jEc� \ Br j

n�1
n :

Thus, as in the proof of (2.11) and (2.13), we get� cˆ�
4Cˆ

�n
�
jE� \ Br j

jBr j
� 1 �

� cˆ�
4Cˆ

�n
; r 2 .0; C3

p
��: (2.15)

Finally, (2.9) follows from (2.15) and the relative isoperimetric inequality for balls.

From the lower perimeter density estimate in Theorem 2.2 and a covering argument,
we get the following corollary.

Corollary 2.3. Under assumptions of Theorem 2.2, any minimizer E� of Fˇ:f satisfies

Hn�1.@E� / D Hn�1.E� n Int.E� // < C1 and Hn�1.@E� n @
�E� / D 0:

In particular, E� may be assumed open.

Another corollary of density estimates is the following analog of the volume-distance
inequality of [1].

Corollary 2.4. Let E0 2 � , � > 0, and k 2 N be such that

P.E0; Br .x// � � r
n�1; r 2 .0; �

p
��; (2.16)

for some �; ı > 0. Then, for any p > 0 and a minimizer E� of Fˇ;f .�IE0; �; k/, we have

jE��E0j �
C4

p
Cˇ .E0/� C

p

�

Z
E��E0

dE0dx (2.17)

provided � < �2p2, where

C4 WD
5n!n

cˆ��

and � > 0 is given in (1.5).

Specific choices of p will be made in the proof of the almost-continuity of flat flows
in the next section.

Proof. Let

A WD
°
x 2 E��E0 W dE0.x/ <

�

p

±
; B WD

°
x 2 E��E0 W dE0.x/ �

�

p

±
:

By the Chebyshev inequality, we have

jBj �
p

�

Z
E��E0

dE0dx:
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The set A can be covered by balls ¹B�=p.x/ºx2@�E0 . By the Vitali covering lemma, there
exists an at most countable disjoint family ¹B�=p.xi /ºi�1 such that A is still covered by
¹B5�=p.xi /ºi�1. Then, by (2.16) applied with �=p 2 .0; �

p
�/, we have

jAj �
X
i�1

jB5�=p.xi /j �
5n!n�

p

X
i�1

� �
p

�n�1
�
5n!n�

p�

X
i�1

P.E;B�=p.xi // �
5n!n�

cˆp�
Pˆ.E/:

Now, using (1.5) and the equality jE��E0j D jAj C jBj, we get (2.17).

2.1.3. Flat flows. In this section besides (H1)–(H2), we assume (H3). Some further con-
ditions on f will be assumed later.

Notice that under assumption (H1) for any � > 0 and E0 2 � , we can define a flat flow
¹E.�; k/º starting fromE0. By Theorem 2.2,E.�; k/ for k � 1 satisfies the uniform lower
perimeter estimates, and thus, by (2.17), for any p > 0 and 1 � m1 < m2,

jE.�;m1/�E.�;m2/j �

m2X
kDm1C1

jE.�; k/�E.�; k C 1/j

�
C4

p

m2X
kDm1C1

Cˇ .E.�; k � 1//�

C
p

�

m2X
kDm1C1

Z
E.�;k�1/�E.�;k/

dE.�;k�1/dx (2.18)

whenever � < �2p2. Further, we will estimate both sums separately.
By the minimality of E.�; k/ and (H3) for k � 1,

Cˇ .E.�; k//C
1

�

Z .kC1/�

k�

ds

Z
E.�;k/

f .s; x/dx C
1

�

Z
E.�;k�1/�E.�;k/

dE.�;k�1/dx

� Cˇ .E.�; k � 1//C
1

�

Z .kC1/�

k�

ds

Z
E.�;k�1/

f .s; x/dx: (2.19)

To estimate the differences of forcing terms, we need some extra regularity conditions
on f . Further, we fix T > 0 and let � be so small that

T > max¹10�; .k C 1/�º

and 1
�

R 2�
0
ds
R
E0
jf jdx is uniformly bounded (by assumption (H3)).

Condition 1: Forcing is bounded. Assume (H4’). Then, applying (2.17) with

p D
1

2.1C cT /
;
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we get

1

�

Z .kC1/�

k�

ds

� Z
E.�;k�1/

f .s; x/dx �

Z
E.�;k/

f .s; x/dx

�
� cT jE.�; k � 1/�E.�; k/j

� 2C4cT .1C cT /Cˇ .E.�; k � 1//� C
1

2�

Z
E.�;k�1/�E.�;k/

dE.�;k�1/dx

provided � < �2=.2.1C cT //2. Inserting this estimate in (2.19), we obtain

Cˇ .E.�; k//C
1

2�

Z
E.�;k�1/�E.�;k/

dE.�;k�1/dx � .1C aT �/Cˇ .E.�; k � 1//; (2.20)

where aT WD 2C4cT .1C cT /: By induction,

Cˇ .E.�; k// � .1C aT �/
k�1Cˇ .E.�; 1//; k � 1:

As k < bT=�c, using the elementary inequality

.1C aT �/
bT=�c�1

D
�
.1C aT �/

1
aT �
�aT �.bT=�c�1/

� eaT T ;

we deduce

Cˇ .E.�; k// � e
aT TCˇ .E.�; 1//; k D 1; : : : ; bT=�c � 1: (2.21)

Moreover, given 1 < m1 < m2 < bT=�c, summing (2.20) in k D m1 C 1; : : : ;m2, we get

1

2�

m2X
kDm1C1

Z
E.�;k�1/�E.�;k/

dE.�;k�1/dx

� Cˇ .E.�;m1// � Cˇ .E.�;m2//C aT

m2X
kDm1C1

Cˇ .E.�; k � 1//�

� eaT TCˇ .E.�; 1//C aT e
aT TCˇ .E.�; 1//.m2 �m1/�; (2.22)

where in the last inequality we used (2.21).
Next, fix 0 < s < t < T , and let � > 0 be so small that s > 10� and t � s > 10� .

Applying (2.18) with m1 D bs=�c, m2 D bt=�c, and p D jt � sj1=2, and using (2.21)
and (2.22), we get

jE.�; bs=�c/�E.�; bt=�c/j

�
C4e

aT TCˇ .E.�; 1//.t � s C �/

jt � sj1=2

C 2
�
eaT TCˇ .E.�; 1//C aT e

aT TCˇ .E.�; 1//.t � s C �/
�
jt � sj1=2;
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and therefore,

jE.�; bs=�c/�E.�; bt=�c/j � C5Cˇ .E.�; 1//

�
jt � sj1=2C jt � sj3=2C

�.jt � sj C 1/

jt � sj1=2

�
;

(2.23)
where

C5 WD .C4 C 2C 2aT T /e
aT T :

It remains to estimate Cˇ .E.�; 1// uniform in � . Applying (2.19) with k D 1, we get

Cˇ .E.�; 1// � Cˇ .E0/C
1

�

Z 2�

�

ds

Z
E0

f .s; x/dx �
1

�

Z 2�

�

ds

Z
E�

f .s; x/dx

� Cˇ .E0/C
2

�

Z 2�

0

ds

Z
Rn

f .s; x/dx WD c� ;

where by assumption (H4’) c� is uniformly bounded as � ! 0C. Owing to this and (2.23),
and repeating the standard arguments in the existence of GMM (see, e.g., [4]), we con-
clude that GMM.Fˇ;f ;E0/¤; and each GMM is locally 1=2-Hölder continuous in time.

Condition 2: Forcing is locally time-Lipschitz. Assume (H4”) and set

�k WD Cˇ .E.�; k//C
1

�

Z .kC1/�

k�

ds

Z
E.�;k/

f .s; x/dx; k � 0:

By (H4”) for all 1 � k � bT=�c � 1, we haveZ .kC1/�

k�

ds

Z
E.�;k/

f .s; x/dx �

Z k�

.k�1/�

ds

Z
E.�;k�1/

f .s; x/dx

�

Z .kC1/�

k�

ds

Z
E.�;k�1/

jf .s; x/ � f .s C �; x/jdx � cT �
2:

Therefore, by (2.19),

�k C
1

�

Z
E.�;k�1/�E.�;k/

dE.�;k�1/dx � �k�1 C cT �;

and summing these inequalities, we get

�k C
1

�

kX
iD1

Z
E.�;i�1/�E.�;i/

dE.�;i�1/dx � �0 C cT k�:

Let us rewrite this inequality as

Cˇ .E.�; k//C
1

�

kX
iD1

Z
E.�;i�1/�E.�;i/

dE.�;i�1/dx

� �0 C cT k� �
1

�

Z .kC1/�

k�

ds

Z
E.�;k/

f .s; x/dx: (2.24)
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By (H4”), ˇ̌̌̌
1

�

Z .kC1/�

k�

ds

Z
E.�;k/

f .s; x/dx �
1

�

Z �

0

ds

Z
E.�;k/

f .s; x/dx

ˇ̌̌̌
�

kX
iD1

Z iC1

i

ds

Z
Rn

jf .s�; x/ � f .s� C �; x/j � cT k�:

Inserting this in (2.24), for any k < bT=�c, we get

Cˇ .E.�; k//C
1

�

kX
iD1

Z
E.�;i�1/�E.�;i/

dE.�;i�1/dx

� Cˇ .E0/C 2cT T C
2

�

Z 2�

0

ds

Z
Rn

jf .s; x/jdx DW c0� ; (2.25)

where c0� is uniformly bounded for small � . Now, take any 0 < s < t < T , and let � be so
small that t � s > 10� and s > 10� . Applying (2.18) withm1 WD bs=�c,m2 WD bt=�c and
p D jt � sj1=2, and employing (2.25), we obtain

jE.�; bs=�c/�E.�; bt=�c/j � .C4 C 1/c
0
�

�
jt � sj1=2 C

�

jt � sj1=2

�
:

This implies that GMM.Fˇ;f ; E0/ ¤ ; for any E0 2 � and each GMM is 1=2-Hölder
continuous in time.

2.2. Uniform boundedness of GMM

In this section, we obtainL1-bounds for GMM starting from a bounded setE0, assuming
the growth condition (H5).

Recall that in the literature (see, e.g., [1, 10, 33]) without boundary conditions the
following comparison can be established: if F0 � W ˆ

r0
and F� of the standard Almgren–

Taylor–Wang functional with forcing f satisfies F� � W ˆ
r�

, then the following hold:

• if f � 0, then (by truncation with convex sets [1, 29]) r� D r0,

• if f ¤ 0, then (by truncation with balls [10])

r� � r0

�
� c C

c

r�

for some constant c > 0.

Below we establish similar comparison principle, but due to the boundary term, we
cannot apply Wulff shapes. Rather, we use Winterbottom shapes [28, 30, 35]: given a
constant ˇ0 2 .�ˆ.en/; ˆ.en//, the part of the Wulff shape Wˇ0;R WD � \W

ˆ
R .ˇ0Ren/

centered at ˇ0Ren of radius R, the so-called Winterbottom shape, satisfies

Cˇ0.E/ � cˆ;ˇ0;njEj
n�1
n ; cˆ;ˇ0;n WD

Cˇ0.Wˇ0;R/

jWˇ0;Rj
n�1
n

; (2.26)
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�

r� � �

R0
p

q

O

W ˆ
r���

W ˆ
r0

Figure 1. Comparison with Winterbottom shapes.

for all E 2 � . Note that the isoperimetric constant cˆ;ˇ0;n is independent of R and hori-
zontal translations of the Winterbottom shape. Recall that without forcing, in [4], we used
a sort of “mean convex” sets (for capillary functional) to bound the minimizers of Fˇ
uniformly.

Lemma 2.5. Let � > 0, k 2 N, F0 2 � be a bounded set, and F� be a minimizer of
Fˇ;f .�IF0; �;k/, which is bounded in view of (2.7). Let�ˆ.en/<ˇ0<�.1� 2�/ˆ.en/ be
a constant, Wˇ0;r0 contain F0, and Wˇ0;r� be the smallest Winterbottom shape containing
F� . Then, either r� � r0, or

r0 < r� � .1C C6�/r0 C C7�

for some constants C6, C7, depending only on ˆ, ˇ0, and T , and for all � < 1
4C6

.

Proof. Note that for each r > 0 there exists a unique Winterbottom shape Wˇ0;r whose
center lies on the vertical line passing through the origin (see Figure 1), and Wˇ0;r 0 �
Wˇ0;r 00 whenever r 0 < r 00. Therefore, if r� � r0, we are done. Otherwise, fix " 2 .0; r� � r0/
and consider the Winterbottom shape Wˇ0;r��". By the minimality of r� ,

jF� nWˇ0;r��"j & 0 as "! 0C.

Let us estimate

0 � Fˇ;f .Wˇ0;r��" \ F� IF0; �; k/ � Fˇ;f .F� IF0; �; k/

D Cˇ .Wˇ0;r��" \ F� / � Cˇ .F� /

�
1

�

Z
F�nWˇ0;r��"

sdF0 dx �
1

�

Z .kC1/�

k�

ds

Z
F�nWˇ0;r��"

fdx

DW I1 � I2 � I3:
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Since
sdE0 D dE0 � cˆdˆ

o

E0
� cˆˇ0.r� � r0 � "/ in F� nWˇ0;r��",

and, recalling r� > r0, by (H5) and (1.2),

jf .s; x/j � aT C bT jxj � aT C bT .jx C ˇ0.r� � "/enj C jˇ0.r� � "/enj/

� aT C
�
bTˇ0 C

bT

cˆ

�
.r� � "/

for any s 2 Œk�; .k C 1/�� and x 2 F� nWˇ0;r��". Therefore,

I2 �
cˆˇ0.r� � r0 � "/

�
jF� nWˇ0;r��"j and jI3j � .aT C cT r� /jF� nWˇ0;r��"j:

Moreover, for a.e. " using (2.26), we get

I1 D Cˇ0.Wˇ0;r��"/ � Cˇ0.F� [Wˇ0;r��"/C

Z
@�

.ˇ0 � ˇ/�F�[Wˇ0;r��"dHn�1

� cˆ;ˇ0;n

�
jWˇ0;r��"j

n�1
n � jF� [Wˇ0;r��"j

n�1
n

�
� 0:

Since I2 � I1 C jI3j, from these estimates, we deduce

r� � r0 � "

�
�
aT C bT r�

cˆˇ0
:

Thus, letting "! 0C, we get

r� �
r0

1 � bT
cˆˇ0

�
C

aT �

cˆˇ0.1 �
bT
cˆˇ0

�/

provided bT � < cˆˇ0. This implies the thesis with suitable C6 and C7 depending only on
cˆ, aT , bT , and ˇ0.

Now, consider any flat flow ¹E.�; k/º starting from E0, and let Wˇ0;r.�;k/ be Winter-
bottom shapes, containing E.�; k/, such that k 7! r.�; k/ is nondecreasing and r.�; 0/ D
r0. By Lemma 2.5 for each k � 1 we may assume either r.�; k/ D r.�; k � 1/ or

r.�; k � 1/ < r.�; k/ < .1C C6�/r.�; k � 1/C C7�:

Then, applying an induction argument, we find

r.�; k/ � .1C C6�/
kr0 C C7�

.1C C6�/
k � 1

.1C C6�/ � 1
<

�
r0 C

C7

C6

�
.1C C6�/

k :

Thus, if k � bT=�c, then

.1C C6�/
k
�
�
.1C C6�/

1
C6�
�C6�bT=�c

� eC6T :

Therefore, for every E.�/ 2 GMM.Fˇ;f ; E0/ and t 2 Œ0; T /, we get E.t/ � Wˇ0;eC6T .
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3. Some comparison principles

In this section, we establish some comparison principles as in [4, Section 6].

3.1. Discrete comparison and comparison of GMMs

We start this section with the following theorem.

Theorem 3.1 (Discrete comparison principle). Let � > 0, k 2 N, ˇi satisfy (1.4) and fi
satisfy (H1), and Ei0 2 � , i D 1; 2.

(a) Assume that ˇ1 � ˇ2 Hn�1-a.e. on @�, E10 � E
2
0 and f1 > f2 a.e. in RC0 ��.

Then, for any minimizer Ei� of Fˇi ;fi .�IE
i
0; �; k/,

E1� � E
2
� :

(b) Assume that ˇ1 � ˇ2 Hn�1-a.e. on @�, E10 � E
2
0 and f1 � f2 a.e. in RC0 ��.

Then, for any minimizer Ei� of Fˇi ;fi .�IE
i
0; �; k/,

E1� � E
2
� :

(c) Assume that ˇ1 � ˇ2 Hn�1 a.e. on @�, E10 � E
2
0 and f1 � f2 a.e. in RC0 ��.

Then, there exist minimizers E1�� of Fˇ1;f1.�I E
1
0 ; �; k/ and E

.2/�
� of

Fˇ2;f2.�IE
2
0 ; �; k/ such that

E1�� � E
2
� and E1� � E

.2/�
� :

(d) If ˇ1 D ˇ2 DW ˇ, f1 D f2 DW f , andE10 DE
2
0 DWE0, then there exist minimizers

E�� and E�� of Fˇ;f .�IE0; �; k/ such that every minimizer E� satisfies

E�� � E� � E
�
� :

Setting

hi WD
1

�
sdE i0 C

1

�

Z .kC1/�

k�

fi .s; �/ds; i D 1; 2;

we observe that assumptions (a) and (b), resp., (c) imply h1 > h2, resp., h1 � h2. Since

Fˇi ;fi .EIE
i
0; �; k/ D Cˇi .E/C

Z
E

hidx;

Fˇi ;fi is a sort of prescribed curvature functional, for which comparison principles are
well established (see also [4, Section 6]). Therefore, we omit the proof.

We refer to E�� and E�� as the minimal and maximal minimizers of Fˇ;f .�IE0; �; k/.
Now, we are ready to establish the comparison principles between GMMs.
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Proof of Theorem 1.4. (a) Take any E2.�/ 2 GMM.Fˇ2;f2 ;E
2
0 / and let ¹E2.�i ; k/º be flat

flows satisfying

lim
i!C1

jE2.�i ; bt=�ic/�E
2.t/j D 0 for any t � 0; (3.1)

here, �i ! 0C. For each i , let ¹E1.�i ; k/�º be a flat flow starting from E10 , consisting of
minimal minimizers. By the discrete comparison principle (Theorem 3.1 (c)),

E1.�i ; k/� � E
2.�i ; k/ for any k � 0: (3.2)

Repeating the same arguments of the proof of Theorem 1.3, we can show that there exists
a subsequence ¹�ij º and a E1.�/� 2 GMM.Fˇ1;f1 ; E

1
0 / such that

lim
j!C1

jE1.�ij ; bt=�ij c/��E
1.t/�j D 0 for any t � 0.

Then, (3.1) and (3.2) imply (1.8).
(b) is proven analogously using the maximal minimizers of Fˇ2;f2 .

3.2. Smooth inner and outer barriers

In this section, we assume that ˆ is an elliptic C 3 anisotropy, ˇ 2 C 1.@�/ satifies (1.4),
and f 2 C 1.RC0 � x�/.

Lemma 3.2. Let E0 2 � be a bounded set, for � > 0 and k 2 N let E� be a (bounded)
minimizer of Fˇ;f .�IE0; �; k/, and let � WD @�E� . Then,

(a) there exists a closed set † � � with Hn�3.†/ D 0 such that � n † is a C 2C˛-
hypersurface with boundary; if ˆ is Euclidean, then Hn�4.†/ D 0;

(b) for every x 2 � \ .� n†/ from the first variation formula (2.3), it follows

1

�
sdE0.x/C �E� .x/C

1

�

Z .kC1/�

k�

f .s; x/ds D 0I

(c) at every x 2 @� \ .� n†/, the anisotropic contact angle condition holds:

rˆ.�E� .x// � en D �ˇ:

Proof. The assertions (a) and (c) follow from [16, 17] while (b) follows from (a) and the
regularity of f and the first variation formula (2.3).

The main result of this section is the following analog of [1, Lemma 7.3] (see also
[36, Lemma 2.13]).

Proposition 3.3. Assume either n � 3 if ˆ is any elliptic C 3-anisotropy or n � 4 if ˆ is
Euclidean. Let E0 2 � be a bounded set, and for � > 0, k 2 N, let E� be a minimizer of
Fˇ;f .�IE0; �; k/ and let G0; G� be bounded sets with C 2C˛ free boundaries @�G0 and
@�G� .
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(a) Let E0 � G0, E� � G� , G� satisfy the anisotropic contact angle condition with
ˇ � s for some s 2 .0; �/ and

sdG0.x/
�

C �ˆG� .x/C
1

�

Z .kC1/�

k�

f .s; x/ds > 0 on � \ @G� . (3.3)

Then, E� � G� .

(b) Let G0 � E0, G� � E� , G� satisfy the anisotropic contact angle condition with
ˇ C s for some s 2 .0; �/ and

sdG0.x/
�

C �ˆG� .x/C
1

�

Z .kC1/�

k�

f .s; x/ds < 0 on � \ @G� .

Then, G� � E� .

Proof. (a) By the assumption on the dimension � \ @�E� D @�E� . Thus, there exists
x0 2�\ @

�E� \ @
�G� ; then, by assumption E0 � F0, we get sdE0.x0/ � sdF0.x0/ and

by assumption E� � F� , we get �ˆE� .x0/ � �
ˆ
F�
.x0/. Therefore,

0 D
sdE0.x0/

�
C �ˆE� .x0/C

1

�

Z .kC1/�

k�

f .s; x0/ds

�
sdF0.x0/

�
C �ˆF� .x0/C

1

�

Z .kC1/�

k�

f .s; x0/ds;

which contradicts to (3.3). Hence, � \ @E� \ @G� D ;. Moreover, by Lemma 3.2 (a),
@�E� satisfies the anisotropic contact angle condition with ˇ at the boundary. Since @�G�
satisfies this condition with ˇ� s, we have also @�E� \ @�G� D;. This impliesE� �G� .

(b) is proven similarly.

3.3. Comparison of flat flows with truncated Wulff shapes

In this section, we assume that f is bounded.

Theorem 3.4. Let E0 2 � , ˇ satisfy (1.4) and p 2 � with R0 WD dist.p; @�E0/ > 0. For
� > 0, let ¹E.�; k/º be flat flows starting from E0. Then, for any ˇ0 2 .kˇk1; 1/,

� \W ˆ
R0
.p/ � E0 H) � \W ˆ

ˇ0R0
16ˆ.en/

.p/ � E.�; k/; (3.4)

W ˆ
R0
.p/ \E0 D ; H) W ˆ

ˇ0R0
16ˆ.en/

.p/ \E.�; k/ D ; (3.5)

whenever 0 < � < #0R20 and 0 � k� � #0R
2
0

R0C1
, where #0 2 .0; 1/ is a constant depending

only on ˇ0 and the constant � of Theorem 2.2.

Theorem 3.4 is a generalization of [1, Theorem 5.4] and [36, Theorem 2.11] in the
anisotropic capillary setting. Notice that due to the presence of boundary terms in Fˇ;f ,
we cannot argue as in the proof of [1, Theorem 5.4]. We postpone the proof after the
following lemma.
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Lemma 3.5. Let E0; F0 be bounded sets of finite perimeter in� with j@E0j D j@F0j D 0,
ˇ1; ˇ2 satisfy (1.4), f is bounded, and for � > 0 and k 2 N, let E� be a minimizer of
Fˇ1;f .�IE0; �; k/.

(a) Let F0 � E0, ˇ2 � ˇ1, and F�� be the minimal minimizer of Fˇ2;f .�IF0; �; k/.
Then, F�� � E� .

(b) Let E0 \ F0 D ;, ˇ1 C ˇ2 � 0, and F�� be the minimal minimizer of
Fˇ2;�f .�IF0; �; k/. Then, F�� \E� D ;.

Proof. (a) follows from Theorem 3.1 (c). To prove (b), we sum the inequalities

Fˇ1;f .E� IE0; �; k/ � Fˇ1;f .E� n F��IE0; �; k/;

Fˇ2;�f .F��IF0; �; k/ � Fˇ2;�f .F�� nE� IF0; �; k/;

and using

P.E� ; �/C P.F��; �/ � P.E� \ F
c
��; �/C P.F

c
�� [E� ; �/

D P.E� n F��; �/C P.F�� nE� ; �/;

we get
1

�

Z
F��\E�

ŒsdF0 C sdE0 �dx C
Z
@�

Œˇ1 C ˇ2��F��\E�dHn�1
� 0:

SinceE0 \F0 D ; and j@F0j D j@E0j D 0, we have sdE0C sdF0 > 0 a.e. in�. Therefore,
recalling ˇ1 C ˇ2 � 0, we find that the last inequality holds if and only if

jE� \ F��j D 0:

Now, we are ready to prove the relations (3.4)–(3.5).

Proof of Theorem 3.4. We establish only (3.5), the proof of (3.4) being similar. We follow
the arguments of [36, Theorem 2.11] and divide the proof into smaller steps. Fix ˇ0 2
..1 � 2�/ˆ.en/; ˆ.en//. Depending on the position of p, we distinguish three cases.

Case 1:W ˆ
R0
.p/��. Before we proceed, we need some preliminaries. For shortness, set

W ˆ
r WD W

ˆ
r .p/. Let F0 WD � \W ˆ

r for some r > 0, and for � > 0 and k 2 N, let F��
be the minimal minimizer of Fˇ0;�f .�IF0; �; k/. Because of the forcing, in general, F��
is not necessarily a Wulff shape. By Theorem 2.2,

sup
F���F0

dF0 �
p
�

�
;

thus, further assuming 0 < � < c2ˆ�
2r2

25
and using (1.2) and the definition of ˆo, we get

1

cˆ
dist.@W ˆ

r ; @W
ˆ
4r=5/ � distˆo.@W ˆ

r ; @W
ˆ
4r=5/ D

r

5
>

p
�

cˆ�
;

and therefore, W ˆ
4r=5
� F��. Let W ˆ

� be the maximal Wulff shape such that � \W ˆ
� �

F��. Clearly, � � 4r=5. We would like to estimate � from above.
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Claim 1: either � � r or

r > � � r �

�
C8 C

C9

r

�
� (3.6)

for some constants C8; C9 > 0 depending only on ˆ, n, and kf k1.
Indeed, assume that � < r and fix any " 2 .0; r � �/. By the minimality of F��,

0 � Fˇ0;�f .F�� [W
ˆ
�C"IF0; �; k/ � Fˇ0;�f .F��IF0; �; k/

D Pˆ.F�� [W
ˆ
�C"/ � Pˆ.F��/C

1

�

Z
W ˆ
�C"nF��

sdF0 dx

C
1

�

Z .kC1/�

k�

ds

Z
W ˆ
�C"nF��

f .s; x/dx

D I1 C I2 C I3:

Notice that by the maximality of �, jW ˆ
�C" n F��j & 0 as "! 0C. Since f is bounded,

jI3j � kf k1jW
ˆ
�C" n F��j:

Moreover, by the assumption �C " < r ,

� sdE0 D dE0 � cˆdˆ
o

E0
� cˆ distˆo.@W ˆ

r ; @W
ˆ
�C"/ D cˆ.r � � � "/

in W ˆ
�C" n F��, and therefore,

�I2 �
cˆ.r � � � "/

�
jW ˆ
�C" n F��j:

Finally, for a.e. " > 0 with Hn�1.@W ˆ
�C" \ @

�F��/ D 0 using the isoperimetric inequal-
ity (2.6), we get

I1 D Pˆ.W
ˆ
�C"/ � Pˆ.W

ˆ
�C" \ F��/

� cˆ;n

�
jW ˆ
�C"j

n�1
n � jW ˆ

�C" \ F��j
n�1
n

�
D cˆ;njW

ˆ
�C"j

n�1
n

�
1 �

ˇ̌̌̌
1 �
jW ˆ
�C" n F��j

jW ˆ
�C"j

ˇ̌̌̌ n�1
n
�
<
cˆ;njW

ˆ
�C" n F��j

jW ˆ
�C"j

1=n

D
cˆ;n

jW ˆj1=n.�C "/
jW ˆ
�C" n F��j;

where in the last inequality we used

.1 � x/˛ > 1 � x; ˛; x 2 .0; 1/: (3.7)

Now, using �I2 � I1 C jI3j and the above estimates for Ii , we get

cˆ.r � � � "/

�
�

cˆ;n

jW ˆj1=n.�C "/
C kf k1:

Now, letting "! 0C, and recalling � � 4r=5, we get (3.6).
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Now, let ¹E.�; k/º be any flat flow starting from E0 and associated to Fˇ;f , and let
¹F.�; k/�º be the flat flow starting from F0 WD W

ˆ
R0

and associated to Fˇ0;�f , consisting
of the minimal minimizers. By the choice of ˇ0, one has ˇ C ˇ0 > 0 Hn�1-a.e. on @�,
and therefore, by Lemma 3.5 (b), F.�; k/� \E.�; k/ D ;. Let

k 7! �.�; k/

be a nonincreasing sequence such that either �.�; k/ D �.�; k � 1/ or W ˆ
�.�;k/

is the maxi-
mal Wulff shape contained in F.�; k/�. By definition, �.�; 0/ D R0. By Claim 1, for any
k � 1, we may assume that

�.�; k � 1/ > �.�; k/ � �.�; k � 1/ �

�
C8 C

C9

�.�; k � 1/

�
�; � �

c2ˆ�
2�.�; k � 1/

25
:

(3.8)
Let k0 � 1 be some element for which �.�; k0/ � R0=2. By (3.8) for any 1 � k � k0,

�.�; k/ � �.�; 0/ �

k�1X
iD0

�
C8 C

C9

�.�; i/

�
� � R0 �

�
C8 C

2C9

R0

�
k�:

Thus, if � < c2ˆ�
2R20

100
and k� � R20

2C8R0C4C9
, then �.�; k/ � R0=2. In particular, by the

definition of F��,

W ˆ
R0=2

.p/ \E.�; k/ D ;; 0 < � <
c2ˆ�

2R20
100

; 0 � k� �
R20

2C8R0 C 4C9
:

Step 2: W ˆ
R0
.p/ n x� ¤ ;, but W ˆ

�0R0
.p/ � �, where �0 WD

ˇ0
8ˆ.en/

. By step 1 (applied
with R0 WD �0R0),

W ˆ
�0R0=2

.p/ \E.�; k/ D ;; 0 < � <
c2ˆ�

2�20R
2
0

100
; 0 � k� �

�20R
2
0

2C8�0R0 C 4C9
:

Step 3: W ˆ
�0R0

.p/ n x� ¤ ;, i.e., p � e3 < �0R0. Fix any � 2 @ˆ.en/, i.e., any vector in
Rn satisfying ˆo.�/ D 1 and � � en D ˆ.en/. When ˆ is smooth, � D rˆ.en/ and is an
outer normal to the Wulff shape W ˆ at eˆon . For any r > 0, let us define

Wr WD � \W
ˆ
r

� ˇ0r�
ˆ.en/

�
:

Since en � ˇ0�ˆ.en/
D ˇ0, Wr is the horizontal translation of the Winterbottom shape � \

W ˆ
r .ˇ0ren/with contact angle ˇ0, and thus, is itself a Winterbottom shape. For simplicity

of the presentation, horizontally translating if necessary, we assume that p D �� for some
� > 0. One can readily check that Wr � Wr 0 if r < r 0.

By the assumption of step 3, there exists a Winterbottom shape Wr � W ˆ
R0
.p/. In the

notation of Figure 2, let W�0 � W
ˆ
R0
.p/ be the largest. Since W�0 is the translation in the
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�

p D ��
�0

F��

�

F0 DW
ˆ
�0
.q/

�

q

u

o

W ˆ
R0
.p/

W ˆ
� .o/

en

Figure 2. Winterbottom shapes contained in F0 and F��.

�-direction of a Wulff shape W ˆ
�0
.p/, we have

R0 D �0 Cˆ
o.q � p/ H) �0 D

R0 C �

1C ˇ0
ˆ.en/

: (3.9)

Let F0 WD W�0 and F�� be the minimal minimizer of Fˇ0;�f .�I F0; �; k/. As in step 1

assuming 0 < � < �2�20
25C 2ˆ

and using (2.7), we can show that

� \W ˆ
4�0=5

.q/ � F��: (3.10)

Next, letW� andWx� be the largest Winterbottom shapes contained inF�� and inW ˆ
4�0=5

.q/,
respectively. By (3.10) and (3.9) (applied with R0 WD 4�0=5),

� � x� D
4�0=5C �

1C ˇ0
ˆ.en/

�
4�0=5

1C ˇ0
ˆ.en/

: (3.11)

Claim 2: either � � �0 or

�0 > � � �0 �

�
C10 C

C11

�0

�
�; (3.12)

where C10; C11 > 0 are some constants depending only on ˆ, ˇ0, n, and kf k1.
Indeed, assume that � < �0 and fix " 2 .0; �0 � �/. Consider the Winterbottom shape

W�C". The maximality of � implies jW�C" n F��j & 0 as "! 0C. As in step 1, by the
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minimality of F��,

0 � Fˇ0;f .F�� [W�C"IF0; �; k/ � Fˇ0;f .F��IF0; �; k/

D Cˇ0.F�� [W�C"/ � Cˇ0.F��/ �
1

�

Z
W�C"nF��

dF0dx

C
1

�

Z .kC1/�

k�

ds

Z
W�C"nF��

f .s; x/dx

D I1 C I2 C I3:

By the boundedness of f ,

jI3j � kf k1jW�C" n F��j:

Moreover, since the centers of the Winterbottom shapes W�0 and W� lie on the same line,

�I2 D dF0 � cˆdˆ
o

F0
� cˆ.�0 � � � " �ˆ

o.q � q"// in W�C" n F��,

where q" 2� and q are the centers ofW�C" andW�0 . Since q" D
ˇ0.�C"/�
ˆ.en/

and q D ˇ0�0�
ˆ.en/

,

1

�

Z
W�C"nF��

dF0dx �
cˆ.�0 � � � "/

�

�
1 �

ˇ0

ˆ.en/

�
jW�C" n F��j:

Finally, for a.e. " with Hn�1.@�W�C" \ @
�F��/ D 0 using (2.26) and (3.7), we get

I1 D Cˇ0.W�C"/ � Cˇ0.W�C" \ F��/ � cˆ;ˇ0;n

�
jW�C"j

n�1
n � jW�C" \ F��j

n�1
n

�
� cˆ;ˇ0;njW�C"j

n�1
n

�
1 �

ˇ̌̌̌
1 �
jW�C" n F��j

jW�C"j

ˇ̌̌̌ n�1
n
�
�

cˆ;ˇ0;n

jW1j1=n.�C "/
jW�C" n F��j:

Using �I2 � I1 C jI3j and letting "! 0, we get

cˆ.�0 � �/

�

�
1 �

ˇ0

ˆ.en/

�
�

cˆ;ˇ0;n

jW1j1=n�
C kf k1:

Now, in view of (3.11), we deduce (3.12) for suitable C10; C11 > 0 depending only on ˆ,
n, ˇ0, and kf k1.

Now, take any flat flows ¹E.�; k/º starting from E0, and given �0 in (3.9), let the
numbers �0 D �.�; 0/ � �.�; 1/ � � � � be defined as follows. For each k � 1, if �.�; k/ <
�.�; k � 1/, then W�.�;k/ is the maximal Winterbottom shape staying inside the minimal
minimizer of Fˇ0;�f .�IW�.�;k�1/; �; k/. By the choice of R0 and the definition of �0,

E.�; 0/ \W�.�;0/ D ;:

Therefore, applying Lemma 3.5 (b) inductively, we deduce

E.�; k/ \W�.�;k/ D ;; k D 0; 1; 2; : : : : (3.13)
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As in step 1, let k0 � 1 be such that �.�; k0/ � �0=2 and assume that � < �2�20
100C 2ˆ

. Then,

� < �2�.�;k�1/2

25C 2ˆ
for any 1 � k � k0 and hence, by Claim 2,

�.�; k/ � �.�; k � 1/ �

�
C10 C

C11

�.�; k � 1/

�
�; k D 1; : : : ; k0:

From this inequality, we deduce

�.�; k/ � �0 �
�
C10 C

2C11

�0

�
k�:

Thus, if we choose 0 � k� � �20
2C10�0C4C11

, then �.�; k/ � �0=2. Notice that by (3.13) for
such � and k, we have E.�; k/ \W�0=2 D ;.

Let us showW�0R0.p/ �W�0=2. Since p D �� and the Wulff shapeW�0=2 is centered
at ˇ0�0
2ˆ.en/

�, it suffices to show

�C �0R0 �
ˇ0�0

2ˆ.en/
:

By assumption of step 3 and the choice of p, the origin lies in W ˆ
�0R0

.p/, and therefore,

� D ˆo.p � 0/ � �0R0;

and hence, by the choice of �0 and assumption ˇ0 < ˆ.en/, we obtain

ˇ0�0

2ˆ.en/
>

ˇ0R0

4ˆ.en/
D 2�0R0 � �C �0R0:

Thus, W ˆ
�0R0

.p/ � W�0=2.
Theorem is proved.

Notice that when the forcing f is zero, then the coefficients C9 and C11 in claim 1
and 2 can be taken 0.

4. Smooth anisotropic curvature flow of hypersurfaces with boundary

Throughout this section, ˛ 2 .0; 1� stands for a constant representing the Hölderinanity
exponent,ˆ is an elliptic at least C 3C˛-anisotropy in Rn, ˇ 2 C 1C˛.@�/ satisfying (1.4),
and f 2 C 1C

˛
2 ;1C˛.RC0 � x�/.

In this section, we prove that the evolution equation (1.1) is well posed and is solvable
even in a more general setting.

Definition 4.1 (ˆ-curvature flow of hypersurfaces). A family ¹�.t/ºt2Œ0;T / (for some T >
0) of smooth hypersurfaces in � with boundary is called a (smooth) ˆ-curvature flow,
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starting from a smooth hypersurface �0 � �, with forcing f and anisotropic contact
angle ˇ provided that8̂̂̂̂

<̂̂
ˆ̂̂̂:
v�.t/ D ��

ˆ
�.t/
� f .t; �/ on � \ �.t/, t 2 Œ0; T /,

@�.t/ � @� t 2 Œ0; T /,

rˆ.��.t// � en D �ˇ on @�.t/, t 2 Œ0; T /,

�.0/ D �0:

(4.1)

4.1. Short-time existence

In this section, following the ideas of [4, 27], we prove the following short-time existence
of the ˆ-curvature flow.

Theorem 4.2. Let �0 � � be a bounded C 2C˛-hypersurface with boundary on @� ori-
ented by a unit normal field ��0 and satisfying the anisotropic contact angle condition

rˆ.��0/ � en D �ˇ on @�0.

Let
H WD min

x2�0;��0 .x/Den
x � en:

Then, there exist T > 0, depending only onˆ,H , ˇ, kII�0k1, and aC 1C
˛
2 -in time family

¹�.t/ºt2Œ0;T � of C 2C˛-hypersurfaces in � which satisfies (4.1).

To prove this theorem, we first translate geometric PDE (4.1) into a nonlinear parabolic
system using parametrizations. For the convenience of the reader, we divide the proof of
the theorem into smaller steps.

4.1.1. Hölder spaces. For T > 0, an open set U � Rn�1, and a noninteger real num-
ber 
 > 0, let C 
=2;
T be the Banach space C 
=2;
 .Œ0; T � � xU/ of the Hölder continuous
functions for which

kwk
;T WD
X

0�i�Œ
=2�





@iw@t i





1

C

X
0�j�j�Œ
�





@�w@x�





1

C

�
@Œ
=2�w

@t Œ
=2�

�
t;
=2�Œ
=2�

C

X
j�jDŒ
�

�
@Œ
�w

@xŒ
�

�
x;
�Œ
�

is finite. Here, Œx� is the integer part of x 2R,�D .�1; : : : ;�n�1/2Nn�1
0 is a multi-index

and j�j WD �1 C � � � C �n�1,

@�

@x�
D

@j�j

@�1x1 � � � @�n�1xn�1
;

for a continuous function f 2 C 0.Œ0; T � � xU/

kf k1 D max
Œ0;T ��xU

jf j;
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and for � 2 .0; 1� and f 2 C 0.Œ0; T � � xU/,

Œf �t;� D sup
.t;x/;.s;x/2Œ0;T �� xU;s¤t

jf .t; x/ � f .s; x/j

jt � sj�
;

and

Œf �x;� D sup
.t;x/;.t;y/2Œ0;T �� xU;x¤y

jf .t; x/ � f .t; y/j

jx � yj�
:

We consider Hölder spaces C 
=2;
T only for 
 D ˛ and 
 D 2C ˛ for some ˛ 2 .0; 1�.
By ŒC 
=2;
T �m we denote the Banach space of vectors f D .f1; : : : ; fm/, where each
fi 2 C


=2;

T , and the norm of f is given by

kf k
;T D

mX
iD1

kfik
;T :

4.1.2. Introducing the parametrization. For simplicity, we assume that �.t/ are param-
etrized by a single chart p W Œ0;T ��U!�, where U is a boundedC 2C˛-open set in Rn�1.
In this case, we write

p D

24p1� � �
pn

35 and px D

24p1x� � �
pnx

35 D 24p1x1 � � � p1xn�1
� � �

pnx1 � � � pnxn�1 ;

35
and recall that ¹pxi º

n�1
iD1 is the set of basis vectors of the tangent hyperplane of �.t/,

��.px/ WD
N.px/

jN.px/j
; N.px/D px1 � � � � � pxn�1 D det

2664
e1 � � � en
p1x1 � � � pnx1

� � �

p1xn�1 � � � pnxn�1

3775 ; (4.2)

is its “outward” unit normal field, where � is the vector product of two vectors,

gij D pxi � pxj ; pxi D
@p

@xi
; i; j D 1; : : : ; n � 1;

are entries of the first fundamental form of �.t/, ¹gij º is its inverse, and

hij D ���.t/ � pxixj ; pxixj D
@2p

@xi@xj
; i; j D 1; : : : ; n � 1;

are the entries of the second fundamental form of �.t/. Under these notations, the ˆ-
curvature of �.t/ D p.¹tº � U/ is represented as (see, e.g., [14])

�ˆ�.t/ D

n�1X
i;jD1

gij Œh�.t/�ij ;
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where

Œh�.t/�ij WD

�
r
2ˆo.��.t//

@��.t/

@xi

�
� pxj ; i; j D 1; : : : ; n � 1;

is the entries of the anisotropic version of the second fundamental form. Here, @��.t/
@xi

is
understood as a covariant derivative of ��.t/ in Rn and can be defined as

@��.t/

@xi
D

n�1X
k;lD1

hikg
klpxl D �

n�1X
k;lD1

�
��.t/ � pxixk

�
gklpxl :

Then, the normal velocity of �.t/ is defined as

v�.t/ D �pt � ��.t/

and the ˆ-curvature is defined as

�ˆ�.t/ D

n�1X
i;j;k;lD1

gijgkl
�
Œr2ˆ.��.t//pxl � � pxj

�
pxixk � ��.t/:

This suggests choosing the tangential velocity such that the equation v� D ��ˆ� � f is
represented by means of the parametrization p as

pt D

n�1X
i;j;k;lD1

gijgkl
�
Œr2ˆ.��.t//pxl � � pxj

�
pxixk C f ��.t/ on @�.t/.

The boundary condition @�.t/ � @� is equivalent to p � en D 0 on @U and since rˆ is
positively 0-homogeneous, the anisotropic contact angle condition rˆ.��.t// � en D �ˇ
on @�.t/ together with (4.2) becomes as rˆ.N.px// � en D �ˇ.p/ on @U.

As in [4,27], to keep the presentation simpler, we assume that �0 admits a parametriza-
tion p0 W U! � with the property8̂̂<̂

:̂
p0.x/ � en D 0;
rˆ.N.p0x.x/// � en D �ˇ.p0.x//;
rŒrnˆ.N.p

0
x.x///� D �0.x/

Pn�1
iD1 n0i .x/p

0
xi
.x/

(4.3)

for x D .x1; : : : ; xn�1/ 2 @U, where rnˆ D rˆ � en, n0 WD .n01; : : : ; n
0
n�1/ is the outer

unit normal to @U, and �0.x/ is a scaling factor. The first condition in (4.3) maintains that
@�0 � @�, while the second one is the anisotropic contact angle condition. These two
conditions are related solely to the geometry of �0. The third condition in (4.3) is possible
since r2ˆ.N/N D rŒrˆ.N/� �N D 0; which in particular implies

rŒrnˆ.N.p
0
x.x///� �N D 0:

In view of the ellipticity, r2nnˆ.N/ > 0, and hence, �0 > 0.
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To make the problem well posed, we still need to impose n � 2 conditions on the
boundary which should determine the boundary tangential velocity of �.t/. Let �01 ; : : : ;
�0n�2 be the basis of the tangent plane of @� \ @�0. We assume that

n�1X
iD1

n0i pxi � �
0
j .p

0/ D

n�1X
iD1

n0i p
0
xi
� �0j .p

0/; j D 1; : : : ; n � 2;

for x D .x1; : : : ; xn�1/ 2 @U.
Now, (4.1) is represented as8̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂̂
<̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂:

pt D

n�1X
i;j;k;lD1

gij .px/g
kl .px/

�
Œr2ˆ.�.px//pxl � � pxj

�
pxixk

C f .t; p/�.px/ in Œ0; T � � U,

p � en D 0 on Œ0; T � � @U,

rˆ.N.px// � en D �ˇ.p/ on Œ0; T � � @U,

n�1X
jD1

n0jpxj � �
0
i .p

0/ D

n�1X
jD1

n0jp
0
xj
� �0i .p

0/ in Œ0; T � � @U, i D 1; : : : ; n � 2,

p.0; �/ D p0;

(4.4)

where � WD �� is given as in (4.2).
Now, we linearize this system around the initial and boundary conditions, solve the

linearized problem using Solonnikov theory [37], and then apply a fixed-point theory in
Hölder spaces to show the solvability of (4.4).

4.1.3. Linearization. Using (4.3), we rewrite (4.4) as

ŒAw;Pw;Cw; T w;	w� D Œ Nf ; 0; Nb; 0; p0�C
�
F.w; p0/; 0; B.w; p0/; 0; 0

�
; (4.5)

where w 2 ŒC
1C ˛

2 ;2C˛

T �n for some T > 0, which will be chosen later,

Aw WD wt �

n�1X
i;j;k;lD1

gij .p0x/g
kl .p0x/

�
Œr2ˆ.�.p0x//p

0
xl
� � p0xj

�
wxixk ;

Pw D w � en;
Cw D r2ˆ.N.p0x//rN.p

0
x/Œwx � � en Crˇ.p

0/ � w;

T w D

n�1X
jD1

n0jwxj � �
0
i .p

0/;

	w D w.0; �/
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are homogeneous linear operators, a linearized part of the system (4.4), where

rN.p0x/Œwx � D

 
nX
iD1

n�1X
jD1

rpixj
N 1.p0x/w

i
xj
; : : : ;

nX
iD1

n�1X
jD1

rpixj
N n.p0x/w

i
xj

!T
;

the vector functions

Nf D f .�; p0/�.p0x/;

Nb D r2ˆ.N.p0x//rN.p
0
x/Œp

0
x � � en Crˇ.p

0/ � p0

are the main parts of the right-hand side (independent of w) after linearization, and

F.w; p0/ D

n�1X
i;j;k;lD1

gij .wx/g
kl .wx/

�
Œr2ˆ.�.wx//wxl � � wxj

�
wxixk C f .t; w/�.wx/

�

n�1X
i;j;k;lD1

gij .p0x/g
kl .p0x/

�
Œr2ˆ.�.p0x//p

0
xl
� � p0xj

�
wxixk � f .t; p

0/�.p0x/;

B.w; p0/ D �
�
rˆ.N.wx// � rˆ.N.p

0
x// � r

2ˆ.N.p0x//rN.p
0
x/Œwx � p

0
x �
�
� en

�
�
ˇ.w/ � ˇ.p0x/ � rˇ.p

0
x/Œw � p

0�
�
jN.p0x/j

are nonlinear parts. Notice that F.p0; p0/ D 0 and B.p0; p0/ D 0.

4.1.4. Parabolicity of the linearized system. Let us show that the linear operator A in
the system (4.5) is parabolic in the sense of Solonnikov [37, p. 9], the linear operators
ŒP ; C ; T � satisfy the complementary conditions at the boundary Œ0; T � � @U and at the
initial time t D 0 [37, pp. 11–12], and the boundary conditions and initial datum in the
right-hand side of (4.5) are compatible of order 0 [37, p. 87].

Parabolicity of A. For .t; x/ 2 Œ0; T � � xU, z 2 C, and � 2 Cn�1, let A.t; x; z; �/ be the
n � n-diagonal matrix whose all diagonal entries are equal to

z �

n�1X
i;j;k;lD1

gij .p0x/g
kl .p0x/

�
Œr2ˆ.�.p0x//p

0
xl
� � p0xj

�
�i�k ;

andL.t;x;z; �/ WD detA.t;x;z; �/. Then, for any � 2Rn�1, the equationL.t;x;z; i�/D 0
in z 2 C has a unique solution (with multiplicity n)

z D �

n�1X
i;j;k;lD1

gij .p0x/g
kl .p0x/

�
Œr2ˆ.�.p0x//p

0
xl
� � p0xj

�
�i�k :

Being a basis of the tangent hyperplane at p0.�/, p0xi .�/ are orthogonal to �.p0x.�//, and
hence, using the ellipticity of ˆ and Proposition A.2 (b), we find

z D�
�
r
2ˆ.�.p0x//

hX
k;l

gkl�kp
0
xl

i
;
hX
ij

gij �ip
0
xj

i�
� �


ˇ̌̌X
ij

gij �ip
0
xj

ˇ̌̌2
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for some 
 WD 
.ˆ; n/ > 0. Since p0xi � p
0
xj
D gij , ¹gij º is the inverse matrix to ¹gij º and

¹gij º is positive definite (by the linear independence of ¹p0xi º),ˇ̌̌X
ij

gij �ip
0
xj

ˇ̌̌2
D

X
i;j;k;l

gijgkl�i�k
�
p0xj � p

0
xl

�
D

X
i;j;k;l

gijgklgjl�i�k

D

X
k;l

gkl�k�l � x
 j�j
2

for some x
 > 0 depending only on �0. Thus, z ��
 x
 j�j2 and A is (uniformly) parabolic.

Complementary condition for the boundary conditions. Let B0.t; x; z; �/ be the matrix,
corresponding to the highest-order part of the boundary operator ŒP ;B; T � whose entries
are

Bkl .t; x; z; �/ D

8̂̂<̂
:̂
ıln; k D 1;Pn
iD1 r

2
niˆ.N.p

0
x//

Pn�1
jD1 rplxj

N i .p0x/�j ; k D 2;

�
0;l
k�2

n � �; i D 3; : : : ; n;

where ıxy D 1 for x D y andD 0 for x ¤ y, and l D 1; : : : ; n. By the definition (4.2) of
N and the third relation in (4.3),

nX
iD1

r
2
niˆ.N.p

0
x//rplxj

N i .p0x/ D det

26666666666664

rŒrnˆ.N.p
0
x//�

p0x1
� � �

px0j�1
el

px0jC1
� � �

px0n�1

37777777777775
D ��0n0j det

26664
el
p0x1
� � �

px0n�1

37775

D ��0n0jN
l .p0x/:

Therefore, we have also

B0.t; x; z; �/ D

2666664
en

��0Œn0 � ��N.p0x/
Œn0 � ���01
� � �

Œn0 � ���0n�2

3777775 :
By [37, p. 11], the complementary conditions at the boundary holds iff at every .t; x/ 2
Œ0; T � � @U and every tangent vector �.x/ 2 Rn�1 of @U at x, the rows of the matrix

D.t; x; z; i.� C �n// WD B0.t; x; z; i.� C �n// yA.t; x; z; i.� C �n//
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are linearly independent modulo the polynomial

MC.t; x; z; �I�/ WD
�
� � �Cs .t; x; z; �/

�n
;

where yA.t; x; z; �/ WD L.t; x; z; �/A.t; x; z; �/�1, �˙s .t; x; z; �/ are the zeros (of multi-
plicity n) of L.t; x; z; i.� C �n// D 0 in � for <.z/ � �ı1j�j2 and jzj2 C j�j2 > 0 with
ı1 > 0. In our case, yA is the identity matrix multiplied by .� � �Cs /

n�1.� � ��s /
n�1, and

hence, in view of the explicit expression of B0, the compatibility condition is equivalent
to the linear independence of the vectors

en; N.p0x/; �01 ; : : : ; �0n�2: (4.6)

Take c1; : : : ; cn 2 R such that

c1en C c2N.p0x/C
nX
iD3

ci�
0
i�2 D 0:

By definition, �0j � en D 0 and �0j � N.p
0
x/ D 0, and hence, from the linear independence

of �0j (being a basis), ci D 0 for i � 3. Moreover, if c1 ¤ 0 (hence, c2 ¤ 0), then

en D �
c2

c1
N.p0x/;

and therefore, by the angle-condition (the second equality in (4.3)) and the evenness ofˆ,

�ˇ D rˆ.N.p0x// � en D
�c2

c1
ˆ.N.p0x// D

sign c2
sign c1

ˆ
�
�c2

c1
N.p0x/

�
D

sign c2
sign c1

ˆ.en/:

However, in view of (1.4), this equality cannot happen, and therefore, c1 D c2 D 0; i.e.,
the vectors in (4.6) are linearly independent.

Complementary conditions for the initial datum. Let C be the identity matrix, which cor-
responds to the operator C . By [37, p. 12], the complementary condition for the initial
datum is read as follows: for each x 2 U, the rows of the matrix

zD.x; z/ WD C.x; 0; z/ yA.0; x; z; 0/

are linearly independent modulo polynomial zn. As we have seen above, yA.0; x; z; 0/ is
identity matrix multiplied by zn�1, and hence, by the definition of C, so is zD.x; z/. Then,
clearly, the rows of zD.x; z/ are linearly independent modulo zn.

Compatibility conditions. Notice that while linearizing we obtained the identity

ŒPp0;Cp0; T p0� D Œ0; b C B.p0; p0/; 0�;

which reads as the 0-order compatibility of the boundary datum in the right-hand side of
(4.5) with the initial datum in the sense of [37, p. 87].
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4.1.5. Solvability of the linearized system. For L > 1 and T > 0, let XL;T be the col-

lection of all w 2 C
1C ˛

2 ;2C˛

T such that

(1) w.0; �/ D p0.�/ in xU,

(2) w � en D 0 in Œ0; T � � @U,

(3)
Pn�1
iD1 n

0
i wxi � �

0
j .p

0/ D 0 in Œ0; T � � @U,

(4) the vectors ¹wxi º
n�1
iD1 are linearly independent,

(5) kwk
C
1C ˛2 ;1C˛

� L.

Clearly, XL;T ¤ ;, since conditions (1), (2), (3), and (5) allow to construct w first in the
neighborhood of @U, and then to extend to interior of U. The condition (4) holds at least
for small T ; in fact, since

wx.t; x/ D p
0
x.x/C

Z t

0

wtx.s; x/ds; w 2 XL.T /;

kp0x � wx.t; �/k1 � LT whenever t � T . Thus,

det.¹wxi � wxj º/ D det.¹p0xi � p
0
xj
º/ � C1T;

where C1 > 0 depends only on n, kp0xk1, and L. Thus, if we choose

T < T1 WD
det.¹p0xi � p

0
xj
º/

C1
;

thenwxi are linearly independent. We can also show thatXL;T is a closed convex subspace

of C
1C ˛

2 ;2C˛

T .
Notice that for any w 2 XL;T the vectors Œ Nf C F.w; p0/; 0; Nb C B.w; p0/; 0; p0�

satisfy the 0-order compatibility condition, and therefore, there exists a unique Sw 2

C
1C ˛

2 ;2C˛

T such that

ŒAŒSw �;P ŒSw �;C ŒSw �; T ŒSw �;	ŒSw �� D Œ Nf C F.w; p
0/; 0; Nb C B.w; p0/; 0; p0� (4.7)

and

kSwk2C˛;T � C0
�
k Nf C F.w; p0/k˛;T C k Nb C B.w; p

0/k˛;T C kp
0
k˛;T

�
(4.8)

for some C0 > 0 (continuously) depending only on ˇ, ˆ, p0, and also on U and n. By
uniqueness and linearity, from (4.8) for any w1; w2 2 XL;T , we have

kSw1 � Sw2k2C˛;T D kSw1�w2k2C˛;T

� C0
�
kF.w1; p

0/�F.w2; p
0/k˛;TCkB.w1; p

0/�B.w2; p
0/k˛;T

�
:

Using the explicit expressions of F and B , the definition of XL;T , and the equality

u.t; x/ D p0.x/C

Z t

0

ut .s; x/ds; w 2 C 1;0.Œ0; T � � xU/; (4.9)
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we can compute

kF.w1; p
0/ � F.w2; p

0/k˛;T � C1T kw1 � w2k2C˛;T

and
kB.w1; p

0/ � B.w2; p
0/k˛;T � C1T kw1 � w2k2C˛;T

for some C1 depending on L but not on T;w1 and w2. Thus, if we choose

T < T2 WD
1

C0C1
;

thenw 7! Sw is a contraction. To apply a fixed-point theorem, it remains to show that Sw 2
XL;T whenever w 2 XL;T . The equalities (1)–(3) for Sw follow from the system (4.7).
Moreover, since T < T1, the vectors ¹.Sw/xi º are also linearly independent. It remains
to check condition (5). Consider the estimate (4.8). By definition of F and B (they are
somehow estimated by a power of L times the norm of w � p0),

kF.w; p0/k˛;T � C2L
10T; kB.w; p0/k˛;T � C2L

10T;

where C2 does not depend on T > 0 and L > 1, and hence, by (4.9),

k Nf C F.w; p0/k˛;T C k Nb C B.w; p
0/k˛;T C kp

0
k˛;T

� k Nf k˛;T C k Nbk˛;T C kp
0
k˛;T C 2C2L

10T:

Now, if we choose

L WD 1C 2C0Œk Nf k˛;T C k Nbk˛;T C kp
0
k˛;T �;

then Sw 2 XL;T provided

T � T3 WD
1C C0Œk Nf k˛;T C k Nbk˛;T C kp

0k˛;T �

2C0C2L10
:

Now, the Banach fixed-point theorem implies that there exists a unique w 2 XL;T which
satisfies Sw D w. Then, (4.7) implies that w is a solution of (4.4) for small T > 0.

4.2. Long-time evolution

Applying Theorem 4.2 inductively, we obtain the following generalization of Theorem 1.1.

Theorem 4.3. Let �0 � � be a bounded C 2C˛-hypersurface with boundary satisfying

@�0 � @� and rˆ.��0/ � en D �ˇ on @�.

Then, there exist a maximal time T � > 0 and a smooth ˆ-curvature flow ¹�.t/ºt2Œ0;T �/
starting from �0, with the forcing f and anisotropic contact angle ˇ.
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The term “maximal” refers to the fact that there is no smooth ˆ-curvature flow
¹�.t/ºt2Œ0;T 0/ for any T 0 > T �. Notice that at the maximal time T � for the set �.T �/
(defined, for instance, as a Kuratowski limit of �.t/ as t % T �) at least one of the follow-
ing holds (otherwise applying Theorem 4.2 we would extend the flow slightly after T �):

• �.T �/ is not C 2-anymore (the curvature blows up),

• �.T �/ is not injective,

• some interior point of �.T �/ touches to @� (because of the forcing).

In this paper, we do not deal with the singularity analysis.

Remark 4.4. The ˆ-curvature flow equation is represented by means of the signed dis-
tances as

@

@t
sdE.t/.x/ D �ˆE.t/.x/C f .t; x/; t 2 Œ0; T �/; x 2 @�E.t/: (4.10)

4.3. Stability of the anisotropic curvature flow

The classical mean curvature flow of boundaries has the following remarkable stability
property: if ¹E.t/ºt2Œ0;T �/ is the smooth mean curvature flow of C 2C˛-sets, then for every
0 < T < T � there exists " > 0 such that if F.0/ is such that @F.0/ belongs to the C 2C˛-
neighborhood of @E.0/, then there exists a unique mean curvature flow ¹F.t/ºt2Œ0;T 0/
starting from F.0/ and T 0 > T (see, e.g., [1, Theorem 7.1]).

In this section, we prove that the flow solving (1.1) admits such a stability property. As
in [36], we are mainly interested in droplets with nonempty contact on @�, and therefore,
it is natural to restrict ourselves to the regular droplets without connected components
“hanging” in �.

Definition 4.5 (Admissibility). (a) We say a bounded set E � � is admissible provided
there exist a bounded C 2C˛-open set U � Rn�1 and a C 2C˛-diffeomorphism p 2

C 2C˛.xUIRn/ satisfying

pŒU� D �; pŒ@U� D @�; p � en > 0 in U; and p � en D 0 on @U,

where � WD @�E. Any such map p is called a parametrization of � .
(b) We say E is admissible with anisotropic contact angle ˇ if E is admissible and

rˆ.�E / � en D �ˇ on @� \ x�: (4.11)

We call the number
hE WD min

x2x�;�E .x/Den
x � en (4.12)

the minimal height of E. Since E satisfies (4.11) and ˇ satisfies (1.4), hE > 0.
(c) Let Q be a compact set in Rm for some m � 1. We say a family ¹EŒq�ºq2Q of

bounded subsets of � is admissible if there exist ˛ 2 .0; 1�, a bounded C 2C˛-open set
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U � Rn�1, and a map p 2 C 2C˛;2C˛.Q � xUIRn/ such that pŒq; �� is a parametrization of
@�EŒq�.

(d) We say a family ¹EŒq; t �ºq2Q;t2Œ0;T / of bounded subsets of� admissible if for any
T 0 2 .0; T / there exist ˛ 2 .0; 1�, a bounded C 2C˛-open set U � Rn�1, and a map p 2
C 2C˛;1C

˛
2 ;2C˛.Q � Œ0; T 0� � xUIRn/ such that pŒq; t; �� is a parametrization of @�EŒq; t �.

Remark 4.6. (a) By definition, ifE is an admissible set, then theC 2C˛-surface � WD @�E
is diffeomorphic to a bounded smooth open set in Rn�1 and not necessarily connected.
(Clearly, boundaries of two connected components do not touch.) In particular, � cannot
not have “hanging” components compactly contained in �. Moreover, its boundary @�
lies on @� and the relative interior of � does not touch to @�.

(b) When Q is empty in Definition 4.5 (d), then we simply write ¹EŒt�ºt2Œ0;T / to
denote the corresponding admissible family.

(c) If
p 2 C 2C˛;1C

˛
2 ;2C˛.Q � Œ0; T 0� � xUIRn/

is a parametrization of ¹EŒq; t �ºq2Q;t2Œ0;T / and U0 � Rn�1 is a bounded C 2C˛ open set
diffeomorphic to U via a map  W U0 ! U, then pŒq; t;  .�/� is also a parametrization of
EŒq; t �.

Remark 4.6 (c) allows to introduce the closeness of the free boundaries of two droplets.

Definition 4.7. For any two admissible sets E1 and E2, we write

Nd.E1; E2/ D inf
p1;p2

kp1 � p2kC 2C˛.xU/;

where pi 2 C 2C˛.UIRn/ is a parametrization of @�Ei . Similarly, if ¹E1Œq; t �ºq2Q;t2Œ0;T /
and ¹E2Œq; t �ºq2Q;t2Œ0;T / are two admissible families, we write

Nd.E1.t/; E2.t// D inf
p1;p2

kp1 � p2kC 2C˛;1C
˛
2 ;2C˛.Q�Œ0;T 0��xU/

;

where pi 2 C 2C˛;1C
˛
2 ;2C˛.Q � Œ0; T 0� � xUIRn/ is a parametrization of Ei Œ�; ��.

One can readily check that the infimum in the definition of Nd is in fact a minimum.
As we have observed in the proof of Theorem 4.2, the constantsC0,C1,C2 and bounds

T1, T2, T3 for local time T continuously depend on kf kC˛=2;˛.RC0 �x�/, kˇkC 1C˛.@�/,
kˆkC 3C˛.Sn�1/, and kp0kC 2C˛.xU/. This implies the following stability of the flow which
generalizes [1, Theorem 7.1].

Theorem 4.8 (Stability of ˆ-curvature flow). Let ˆ0 be an elliptic C 3C˛-anisotropy,
ˇ0 2 C

1C˛.@�/ satisfy (1.4), f0 2 C
˛
2 ;˛.RC0 � x�/, and ¹E0.t/ºt2Œ0;T0/ be a bounded

smoothˆi -curvature flow with forcing fi and anisotropic contact angle ˇi for some T0 >
0. Then, for any T 2 .0;T0/, there exist "0>0 and a nondecreasing function WRC0 !RC0
with  .0/ D 0 with the following property. For i D 1; 2, let ˆi be an elliptic C 3C˛-
anisotropy, ˇi 2 C 1C˛.@�/ satisfying (1.4), and fi 2 C

˛
2 ;˛.RC0 � x�/ and ˆi -curvature
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flow ¹Ei .t/ºt2t2Œ0;Ti � with forcing fi and anisotropic contact angle ˇi for some Ti > 0 be
such that

kˆi �ˆ0kC 3C˛.B2.0/nB1=2.0//
C kˇi � ˇ0kC 1C˛.@�/

C kfi � f0kC˛=2;˛.Œ0;T0��x�/ C
Nd.Ei .0; E0.0/// � "0:

Then, Ti > T and

Nd.E1.t/; E2.t// �  . Nd.E1.0/; E2.0///; t 2 Œ0; T �: (4.13)

In what follows, we refer to (4.13) as smooth dependence on the initial condition.
Let us consider some applications of the stability.

4.3.1. Comparison principle for anisotropic curvature flows. The main result of this
section is the following.

Theorem 4.9 (Strong comparison). Letˆ be an ellipticC 3C˛-anisotropy, ˇi2C 1C˛.@�/
satisfy (1.4) and fi 2 C

˛
2 ;˛.RC0 � x�/, ¹Ei .t/ºt2Œ0;T / be a bounded smooth ˆ-curvature

flow with forcing fi and anisotropic contact angle ˇi , i D 1; 2. Then,

ˇ1 � ˇ1; f1 � f2; E1.0/ � E2.0/ H) E1.t/ � E2.t/; t 2 Œ0; T /: (4.14)

In other words, @�E1.t/ \ @�E2.t/ D ; for all t 2 Œ0; T / if so at t D 0.

Further, we refer to assertion (4.14) as the strong comparison principle.

Proof. In view of Theorem 4.8, decreasing fi and ˇi a bit, it is enough to prove (4.14)
when the inequalities between ˇi and fi are strict. For t 2 Œ0; T �, let

aiˆ.t; x/ WD sdˆEi .t/.x/; ai .t; x/ WD sdEi .t/.x/;

and

dˆ.t/ WD min¹x 2 x� W a1ˆ.t; x/� a
2
ˆ.t; x/º; d.t/ WD min¹x 2 x� W a1.t; x/� a2.t; x/º:

Since E.0/ � F.0/, by (2.1) d.0/; dˆ.0/ > 0. By contradiction, assume that there exists
t0 2 .0; T / such that d.t/; dˆ.t/ > 0 in .0; t0/ and d.t0/ D dˆ.t0/ D 0. Thus, for some
x0 2 @�E1.t0/ \ @�E2.t0/, dˆ.t0/ D a1ˆ.t0; x0/ � a

2
ˆ.t0; x0/ D 0.

First, assume that x0 2 @� and let � WD rˆ.�E1.t0/.x0// � rˆ.�E2.t0/.x0//. Since
�en is the outer unit normal to �, by the anisotropic contact angle condition, � � .�en/ D
ˇ1 � ˇ2 > 0. Thus, applying Proposition 2.1 (d) with �� and recalling the definitions of
x0 and dˆ.t0/, we find

0 � a1ˆ.t0; x0 � s�/ � a
1
ˆ.t0; x0/ � a

2
ˆ.t0; x0 � s�/C a

2
ˆ.t0; x0/

D �s
��
�ˆ

o

E1.t0/
� �ˆ

o

E2.t0/

�
� �C o.1/

�
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as s! 0C, where �ˆ
o

is defined in (2.2). Since rˆ.�/ is strictly maximal monotone (as a
subdifferential of convex functions) and positively 0-homogeneous,

0 � �
�
�ˆ

o

E1.t0/
� �ˆ

o

E2.t0/

�
� � D �

�
�ˆ

o

E1.t0/
� �ˆ

o

E2.t0/

�
�
�
rˆ.�ˆ

o

E1.t0/
/ � rˆ.�ˆ

o

E2.t0/
/
�
< 0;

a contradiction. Thus, x0 2 �. By the time-smoothness of the flows Ei .�/, there exists
ı > 0 such that for any t 2 Œt0 � ı; t0�minimum points of f .t; �/� g.t; �/ lie in� (basically
the minimizers belong to a union of half-lines in � starting from @� and crossing both
@�E1.t0/ and @�E2.t0/ orthogonally). Therefore, using a Hamilton-type trick (see, e.g.,
[31, Chapter 2]), we can show that

d 0.t/ D
@

@t
sdE1.t/.yt / �

@

@t
sdE2.t/.yt /; t 2 Œt0 � ı; t0�;

where yt 2 @�E2.t/ is any point satisfying d.t/ D sdE1.t/.yt / � sdE2.t/.yt /. Let zt 2
@�E1.t/ and ut 2 @�E2.t/ be such that d.t/ D dE1.t/.yt / D jyt � zt j and dE2.t/.yt / D
jyt � ut j. By the minimality of yt , �E1.t/.zt / D �E2.t/.ut / DW �0 and yt ; zt ; ut lie on the
same straight line parallel to �E2.t/.ut /. Now, applying (4.10), we find

d 0.t/ D �ˆE1.t/.zt / � �
ˆ
E2.t/

.ut /C f1.t; zt / � f2.t; ut /:

By the minimality of yt 2 @�E2.t/ and smoothness and the ellipticity of ˆ, translating
E1.t/ along �E2.t/.ut / until we reach to ut 2 @E2.t/ we deduce that zE1.t/ � E2.t/ and
@ zE1.t/ is tangent to @E2.t/ at ut , where zE1.t/ is the translated E1.t/. Then, �ˆ

E1.t/
.zt /D

�ˆ
zE1.t/

.ut / � �
ˆ
E2.t/

.ut /, and therefore, by the C ˛=2;˛-regularity of f2,

d 0.t/ � f1.t; zt / � f2.t; ut / D f1.t; zt / � f2.t; zt C d.t/�0/

� f1.t; zt / � f2.t; zt / � Cf2d.t/
˛;

where Cf2 is the Hölder constant of f2. Since ¹Ei .t/º is bounded uniformly in t 2 Œt0 �
ı; t0� and by assumption f1 > f2, there exists 
0 > 0 independent of t such that f1.t; zt /�
f2.t; zt / � 
0. Thus, recalling the continuity of d.�/ and assumption d.t0/ D 0 possibly
decreasing ı a bit, we get d 0.t/ > 
0=2 for any t 2 Œt0 � ı; t0�. Therefore, d is strictly
increasing in this interval so that 0 D d.t0/ > d.t0 � ı/ > 0, a contradiction.

These contradictions show that

@�E.t/ \ @�F.t/ D ;

for any t 2 Œ0; T /. Hence, E.t/ � F.t/.

4.3.2. Evolution of tubular neighborhoods. Recall that a crucial part in the proof of the
consistency in [1, Theorem 7.4] is the evolution of tubular neighborhoods [1, Corollary
7.2] which is given by the level sets of signed distance functions. Unfortunately, in our
setting, due to the contact angle condition we cannot use signed distances. Therefore, as
in [36], we construct a sort of tubular neighborhoods, which possess similar properties of
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the true tubular neighborhoods in case of without boundary, important in the proof of the
consistency.

To this aim, in the following lemma, we define a “foliation” of a tubular neighborhood
of the boundary of an admissible set, consisting of boundaries of admissible families with
a prescribed anisotropic contact angle.

Lemma 4.10 (Foliations). Let E0 be an admissible set with anisotropic contact angle ˇ.
Then, there exist positive numbers � 2 .0; 1/ and � 2 .0; �/, depending only on kIIE0k1
and hE0 (see (4.12)), and admissible families ¹G˙0 Œr; s�º.r;s/2Œ0;���Œ0;�� such that

G˙0 Œ0; 0� D E0

and for all .r; s/ 2 Œ0; �� � Œ0; ��:

(a) dist.@�G˙0 Œr; s�; @
�E0/ � r C s and

G�0 Œr; s� � E0 � G
C
0 Œr; s�;

dist.@�G˙0 Œr; s�; @
�G˙0 Œ0; s�/ D r;

dist.@�G˙0 Œ0; s�; @
�E0/ D sI

(b) G˙0 Œr; s� is admissible with anisotropic contact angle ˇ � s.

Note that we ignore the dependence on ˛ and �. Since this lemma is a generalization
of [35, Lemma 2.4] to the anisotropic setting which can be done along the same lines, we
omit the proof.

Corollary 4.11. Let ¹EŒt�ºt2Œ0;T / be an admissible family contact angle ˇ. Then, for any
T 0 2 .0; T /, there exist � 2 .0; 1/ and � 2 .0; �/ depending only supt2Œ0;T 0� kIIEŒt�k1
and inft2Œ0;T 0� hEŒt�, and admissible families ¹G˙0 Œr; s; a�º.r;s;a/2Œ0;���Œ0;���Œ0;T 0� such that
G˙0 Œ0; 0; a� D EŒa� and for all .r; s; a/ 2 Œ0; �� � Œ0; �� � Œ0; T 0�:

(a) dist.@�G˙0 Œr; s; a�; @
�EŒa�/ � r C s and

G�0 Œr; s; a� � EŒa� � G
C
0 Œr; s; a�;

dist.@�G˙0 Œr; s; a�; @
�G˙0 Œ0; s; a�/ D r;

dist.@�G˙0 Œ0; s; a�; @
�EŒa�/ D sI

(b) G˙0 Œr; s; a� is admissible with anisotropic contact angle ˇ � s.

By the definition of the admissibility, G˙0 Œr; s; a� is close to EŒa� in the sense of Defi-
nition 4.7. Therefore, applying Theorem 4.8, we deduce the following.

Theorem 4.12. Let a family ¹EŒt�ºt2Œ0;T �/ of admissible sets be a ˆ-curvature flow with
forcing f and anisotropic contact angle ˇ, and let T 2 .0; T �/. Let � 2 .0; 1/ and � 2
.0; �/, and for a 2 Œ0; T /, the families ¹G˙0 Œr; s; a�º.r;s;a/2Œ0;���Œ0;���Œ0;T 0� be given by
Corollary 4.11. Then (possibly decreasing � and � slightly, depending only on ¹E.t/º),
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there exist unique admissible families ¹G˙Œr; s; a; t �º.r;s;a/2Œ0;���Œ0;���Œ0;T 0�;t2Œa;T � such
that

• G˙Œr; s; a; a� D G˙0 Œr; s; a�,

• G˙Œr; s; a; t � is admissible with anisotropic contact angle ˇ � s,

• "G˙Œr; s; a; t � solves the equation

vG˙Œr;s;a;t�.x/ D ��G˙Œr;s;a;t�.x/ � f .t; x/˙ s (4.15)

for t 2 .a; T / and x 2 @�G˙Œr; s; a; t �.

Furthermore,

(a) G˙Œ0; 0; a; t � D EŒt� for all t 2 Œa; T �;

(b) there exists an increasing continuous function

g W Œ0;C1/! Œ0;C1/

with g.0/ D 0 such that

max
x2@�G˙Œ0;s;a;t�

dist.x; @�G˙Œ0; 0; a; t �/ � g.s/

for all s 2 Œ0; ��, a 2 Œ0; T � and t 2 Œ0; T �;

(c) there exists t� 2 .0; �=64/ (independent of r; s and a) such that

GC0 Œ�=2; s; a� � G
CŒ�; s; a; aC t 0� and G�0 Œ�=2; s; a� � G

�Œ�; s; a; aC t 0�

(4.16)
for all t 0 2 Œ0; t�� with aC t 0 � T .

Notice that the assertions (a)–(c) follow from the continuous dependence of G˙ on
Œr; s; a; t �. In view of (4.10), we can represent (4.15) as

@

@t
sdG˙Œr;s;a;t�.x/ D �G˙Œr;s;a;t�.x/C f .t; x/� s

for t 2 .a; T / and x 2 @�G˙Œr; s; a; t �.

Proposition 4.13. For any s 2 .0; ��, there exists �0.s/ > 0 such that, for any r 2 Œ0; ��,
a 2 Œ0; T /, � 2 .0; �0/, and t 2 ŒaC �; T �,

sdGCŒr;s;a;t���.x/
�

C �GCŒr;s;a;t�.x/C
1

�

Z .kC1/�

k�

f .s; x/ds >
s

2
; x 2 @�GCŒr; s; a; t �;

and

sdG�Œr;s;a;t���.x/
�

C �G�Œr;s;a;t�.x/C
1

�

Z .kC1/�

k�

f .s;x/ds <�
s

2
; x 2 @�GCŒr; s;a; t �;

where k WD bt=�c.

This result is proven along the same lines of [36, Proposition 2.7]. Therefore, we
omit it.
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5. Consistency of GMM with smooth anisotropic curvature flow

In this section, we prove Theorem 1.5.
Let ¹E.t/ºt2Œ0;T �/ be a smooth ˆ-curvature flow starting from E0, with a bounded

forcing f and anisotropic contact angle ˇ. Given T 2 .0; T �/, let �, � , ¹G˙0 Œr; s; a�º,
¹G˙Œr; s; a; t �º, and t� > 0 be as in Theorem 4.12. Let also F.�/ 2 GMM.Fˇ;f ; E0/,
�j & 0, and ¹F.�j ; k/º be such that

lim
j!C1

jF.�j ; bt=�j c/�F.t/j D 0 for all t � 0. (5.1)

We show that
E.t/ D F.t/ for any 0 < t < T . (5.2)

We start with an ancillary technical lemma. For s 2 .0; ��, let �0.s/ > 0 be given by
Proposition 4.13, and for ˇ0 WD

kˇk1Cˆ.en/
2

2 .kˇk1;ˆ.en//, let #0 be given by Theorem
3.4. We may assume that �j < #0�2=642 for all j .

Lemma 5.1. Assume that t0 2 Œ0; T / and k0 2 N0 are such that

G�0 Œ0; s; t0� � F.�j ; k0/ � G
C
0 Œ0; s; t0�: (5.3)

Then, there exists Nt 2 .0; t�� depending only on t� and � such that

G�Œ0; s; t0; t0 C k�j � � F.�j ; k0 C k/ � G
CŒ0; s; t0; t0 C k�j �

for all s 2 .0; ��, j � 1 with �j 2 .0; �0.s// and k D 0; 1; : : : ; bNt=�j c with t0 C k�j <
T . Moreover, let t0 C Nt < T , the increasing continuous function g be given by Theorem
4.12 (b), and x� 2 .0; �=2/ be such that 4g.2x�/ < � . Then, for any s 2 .0; x�/, there exists
Nj .s/ > 1 such that

G�0 Œ0; 4g.2s/; t0 C Nt � � F.�j ; k0 C
Nkj / � G

C
0 Œ0; 4g.2s/; t0 C Nt � (5.4)

whenever j > Nj .s/, where Nkj WD bNt=�j c.

Proof. The proof runs along the similar lines of [36, Lemma 3.1]. By Corollary 4.11 (a),

dist.@�G˙0 Œ�=4; s; t0�; @
�G˙0 Œ0; s; t0�/ D �=4;

and therefore, by (5.3),

G�0 Œ�=4; s; t0� � G
�
0 Œ0; s; t0� � F.�j ; k0/ � G

C
0 Œ0; s; t0� � G

C
0 Œ�=4; s; t0� (5.5)

and by (5.5)B�=4.x/�F.�j ; k0/ if x 2G�0 Œ�=4; s; t0� andB�=4.x/\F.�j ; k0/D; if x 2
� nGC0 Œ�=4; s; t0�. Therefore, using Theorem 3.4 (withR0 D �=4 and ˇ0 WD

ˆ.en/Ckˇk1
2

)
and again (5.3), we obtain8<:B ˇ0�

64ˆ.en/
.x/ � F.�j ; k0 C k/; x 2 G�0 Œ�=4; s; t0�;

B ˇ0�

64ˆ.en/
.x/ \ F.�j ; k0 C k/ D ;; x 2 � nGC0 Œ�=4; s; t0�;

0 � k � bt��=�j c;

(5.6)
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where

t�� WD
#0�

2

16
:

By (5.6) and Corollary 4.11 (b),

G�0

h�
2
; s; t0

i
� G�0

�
�

4
�
ˇ0�

64
; s; t0

�
� F.�j ; k0 C k/

� GC0

�
�

4
�
ˇ0�

64
; s; t0

�
� GC0

h�
4
; s; t0

i
(5.7)

for all 0 � k � bt��=�j c. Set
Nt WD min

®
t�; t��

¯
;

where t� is given by Theorem 4.12 (c). Then, by (4.16) and (5.7),

G�0 Œ�; s; t0 C k�j � � F.�j ; k0 C k/ � G
C
0 Œ�; s; t0 C k�j �; k D 0; 1; : : : ; bNt=�j c; (5.8)

with t0 C k�j < T . We claim for such k and j � 1 with �j 2 .0; �0.s//

G�Œ0; s; t0; t0 C k�j � � F.�j ; k0 C k/ � G
CŒ0; s; t0; t0 C k�j �:

Indeed, let

Nr WD inf
®
r 2 Œ0; �� W F.�j ; k0 C k/ � G

CŒr; s; t0; t0 C k�j �;

k D 0; 1; : : : ; bNt=�j c; t0 C k�j < T
¯
:

By (5.8), the infimum is taken over a nonempty set. By contradiction, assume that Nr > 0.
In view of the continuity ofGCŒr; s; t0; t0C k�j � at r D Nr , there exists the smallest integer
k � bNt=�j c (clearly, k > 0 by (5.5)) such that

@�F.�j ; k0 C k/ \ @�GCŒ Nr; s; t0; t0 C k�j � ¤ ;: (5.9)

By the minimality of k � 1,

F.�j ; k0C k � 1/�G
CŒ Nr; s; t0; t0C .k � 1/�j �; F .�j ; k0C k/�G

CŒ Nr; s; t0; t0C k�j �:

Moreover, by construction,GCŒ Nr; s; t0; t0C k�j � satisfies the contact angle condition with
ˇ � s and by Proposition 4.13 applied with � D �j 2 .0; �0.s//:

sdGCŒ Nr;s;t0;t0C.k�1/�j �.x/

�j
C �GCŒ Nr;s;t0;t0Ck�j �.x/C

1

�

Z .kC1/�

k�

f .s; x/ds >
s

2

for all x 2 @�GCŒ Nr; s; t0; t0 C k�j �. However, in view of Proposition 3.3 (a), these prop-
erties imply F.�j ; k0 C k/ � GCŒ Nr; s; t0; t0 C k�j �, which contradicts (5.9). Thus, Nr D 0.
Analogous contradiction argument based on Proposition 3.3 (b) shows G�Œ0; s; t0; t0 C
k�j � � F.�j ; k0 C k/ for all 0 � k � bNt=�j c.
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Finally, let us prove (5.4). Recall that by construction G�0 Œ0; 2s; t0� � G
�
0 Œ0; s; t0� and

GC0 Œ0; s; t0� � G
C
0 Œ0; 2s; t0�; therefore, by the strong comparison principle (Theorem 4.9),

G�Œ0; 2s; t0; t � � G
�Œ0; s; t0; t � and GCŒ0; s; t0; t � � GCŒ0; 2s; t0; t � for all t 2 Œt0; T �.

Now, by the continuity of G˙Œ0; s; t0; t � on its parameters, we could find Nj D Nj .s/ > 1
such that, for all j > Nj ,

G�Œ0; 2s; t0; t0 C Nt � � G
�Œ0; s; t0; t0 C Nkj �j �

� F.�j ; Nkj / � G
CŒ0; s; t0; t0 C Nkj �j �

� GCŒ0; 2s; t0; t0 C Nt �: (5.10)

By the definition of g,

max
x2@�G˙Œ0;2s;t0;t0CNt �

dist.x; @�E.t0 C Nt // � g.2s/; (5.11)

and therefore, by construction in Corollary 4.11 (a),

dist.@�G˙0 Œ0; 4g.2s/; t0 C Nt �; @
�E.t0 C Nt // D 4g.2s/ > 0:

Combining this with (5.11) and the construction of G˙0 , we deduce

G�0 Œ0; 4g.2s/; t0 C Nt � � G
�Œ0; 2s; t0; t0 C Nt �

and
GCŒ0; 2s; t0; t0 C Nt � � G

C
0 Œ0; 4g.2s/; t0 C Nt �:

These inclusions together with (5.10) imply (5.4).

Now, we are ready to prove the equality (5.2). Let Nt be given by Lemma 5.1 as follows:

N WD bT=Ntc C 1;

and let �0 2 .0; �=16/ be such that the numbers

�l D 4g.2�l�1/; l D 1; : : : ; N;

satisfy �l 2 .0; �=16/. By the monotonicity and continuity of g together with g.0/ D 0,
such choice of �0 is possible.

Fix any s 2 .0; �0/ and let

a0.s/ WD s; al .s/ WD 4g.2al�1.s//; l D 1; : : : ; N:

Note that al .s/ 2 .0; �l /. In particular, the numbers Nj s
l
WD Nj .al .s//, given by the last

assertion of Lemma 5.1, are well defined. Let also

Qj sl WD max¹j � 1 W �j … .0; �0.al .s///º



Sh. Kholmatov 396

and
Njs WD 1C max

lD0;:::;N
max¹ Nj sl ; Qj

s
l º:

By Corollary 4.11 (a),

G�0 Œ0; s; 0� � E.0/ D E0 D F.�j ; 0/ � G
C
0 Œ0; s; 0�

for all j > Njs . Therefore, by Lemma 5.1 applied with k0 D 0 and t0 D 0, we find

G�Œ0; s; 0; k�j � � F.�j ; k/ � G
CŒ0; s; 0; k�j �; k D 0; 1; : : : ; Nkj ;

where Nkj WD bNt=�j c. Moreover, since s 2 .0; �0; / by the last assertion of Lemma 5.1,

G�0 Œ0; a1.s/; Nt � � F.�j ;
Nkj / � G

C
0 Œ0; a1.s/; Nt �

for all j � Njs . Hence, we can reapply Lemma 5.1 with s WD a1.s/, t0 D Nt , and k0 D Nkj to
find

G�Œ0; a1.s/; 0; Nt C k�j � � F.�j ; Nkj C k/ � G
CŒ0; a1.s/; 0; Nt C k�j �; k D 0; 1; : : : ; Nkj :

In particular, since j > Njs > Nj .a1.s//, again by the last assertion of Lemma 5.1, we deduce

G�0 Œ0; a2.s/; 2Nt � � F.�j ; 2
Nkj / � G

C
0 Œ0; a2.s/; 2Nt �:

Repeating this argument at most N times, for all j � Njs , we find

G�Œ0; al .s/; 0; l Nt C k�j � � F.�j ; l Nkj C k/

� GCŒ0; al .s/; 0; l Nt C k�j �; k D 0; 1; : : : ; Nkj (5.12)

whenever l D 0; : : : ; N and l Nt C k�j � T .
Now, take any t 2 .0; T /, and let l WD bt=Ntc and k D bt=�j c � l Nkj so that l Nkj C k D

bt=�j c. By means of l and k, as well as the definition of Nkj , we represent (5.12) as

G�
h
0; al .s/; 0; l Nt C �j

j t
�j

k
� l�j

j Nt
�j

ki
� F

�
�j ;
j t
�j

k�
� GC

h
0; al .s/; 0; l Nt C �j

j t
�j

k
� l�j

j Nt
�j

ki
(5.13)

for all j > Njs . Since

lim
j!C1

�
l Nt C �j

j t
�j

k
� l�j

j Nt
�j

k�
D t;

by the continuous dependence of G˙ on its parameters, as well as the convergence (5.1)
of the flat flows, letting j !C1 in (5.13), we obtain

G�Œ0; al .s/; 0; t � � F.t/ � G
CŒ0; al .s/; 0; t �; (5.14)
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where due to the L1-convergence the inclusions in (5.1) are up to some negligible sets.
Now, we let s ! 0C and recalling that al .s/! 0 (by the continuity of g and assumption
g.0/ D 0), from (5.14), we deduce

G�Œ0; 0; 0; t � � F.t/ � GCŒ0; 0; 0; t �:

Then, by Theorem 4.12 (a),

F.t/ D G˙Œ0; 0; 0; t � D E.t/:

A. Some useful results

The following lemma extends analogous results in the Euclidean case [4, Sections 2
and 3].

Lemma A.1 (A priori estimates for capillary functional). Let ˇ 2 L1.@�/. Then,

(a) for any E 2 BV.�I ¹0; 1º/,

ˆ.en/C infˇ
2ˆ.en/

Pˆ.E/ � Cˇ .E/ � max
° supˇ
ˆ.en/

; 1
±
Pˆ.E/I (A.1)

(b) Cˇ is L1loc.�/-lower semicontinuous if and only if kˇk1 � ˆ.en/.

Proof. (a) The upper bound is clear. To prove the lower bound, let

ˇo WD infˇ:

By the anisotropic minimality of the half-spaces (see, e.g., [6, Example 2.4]),

P‰.E/ � ‰.en/
Z
@�

�EdHn�1 (A.2)

for any anisotropy ‰ in Rn. Thus, if ˇo � 0, then by (A.2)

Cˇ .E/ � 
Pˆ.E;�/C .1 � 
/Pˆ.E;�/C ˇo

Z
@�

�EdHn�1

� 
Pˆ.E;�/C

�
1 � 
 C

ˇo

ˆ.en/

�
ˆ.en/

Z
@�

�EdHn�1;

and hence, choosing 
 D ˆ.en/Cˇo
2ˆ.en/

, we deduce (A.1).

Assume that ˇo < 0. Then, ‰ WD ˆ.en/�ˇo
2ˆ.en/

ˆ is an anisotropy. By (A.2),Z
�\@�E

‰.�E /dHn�1
� ‰.en/

Z
@�

�EdHn�1
D
ˆ.en/ � ˇo

2

Z
@�

�EdHn�1:
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Thus,

Cˇ .E/ D

Z
�\@�E

ˆ.en/C ˇo
2ˆ.en/

ˆ.�E /dHn�1
C

Z
�\@�E

‰.�E /dHn�1

C

Z
@�

ˇ�EdHn�1

�
ˆ.en/C ˇo
2ˆ.en/

Pˆ.E;�/C

Z
@�

ˆ.en/ � ˇo C 2ˇ
2

�EdHn�1

�
ˆ.en/C ˇo
2ˆ.en/

Pˆ.E/:

(b) Repeat arguments of [4, Lemma 3.5].

The following proposition provides a characterization of elliptic C 2-norms.

Proposition A.2. For any C kC˛-anisotropy ˆ with k � 2 and ˛ 2 Œ0; 1�, the following
assertions are equivalent:

(a) ˆ is elliptic;

(b) there exists 
 > 0 such that

r
2ˆ.x/yT � yT �




jxj
for any x 2 Rn n ¹0º, y 2 Sn�1 with x � y D 0;

(c) there exists 
 > 0 such that

r
2ˆ.x/yT � yT �




jxj
for any x 2 Rn n ¹0º, y 2 Sn�1 with rˆ.x/ � y D 0;

(d) there exists 
 > 0 such that

r
2ˆ.x/yT � yT �




jxj

ˇ̌̌
y �

�
y �

x

jxj

� x
jxj

ˇ̌̌2
for any x 2 Rn n ¹0º, y 2 Rn;

(e) for any segment Œx;y�, lying on the line not passing through the origin, the second
derivative of the function t 7! h.t/ WDˆ.xC t .y � x// is strictly positive in Œ0;1�;

(f) ˆo is C kC˛ and elliptic;

(g) the principal curvature of the boundary of W ˆ is strictly positive;

(h) there exists r 2 .0; 1/ such that for any z 2 @W ˆ there exist xz ; yz 2Rn such that

Br .xz/�W
ˆ
�B1=r .yz/ and @Br .xz/\ @W

ˆ
D @B1=r .yz/\ @W

ˆ
D ¹zº:

Proof. Since ˆ is C 2 and

r
2ˆ.x/xT D 0; x 2 Rn n ¹0º;
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the ellipticity of ˆ is equivalent to the strict positivity of its Hessian r2ˆ.x/ on Tx WD
¹y W x � yD 0º. Thus, passing to local coordinates, one can show (a))(g))(h))(g))(a).
Moreover, the assertions

(a))(b))(c))(b))(d))(e))(b))(a)

follow directly from the definition of ellipticity.
Finally, let us show (a))(f). Since @W ˆ does not contain segments and

rˆ.x/ � x D ˆ.x/ and ˆo.rˆ.x// D 1; x 2 Rn;

ˆo is differentiable on Rn n ¹0º. Hence, by convexity,ˆo is C 1. The implication (g),(h)
follows from the fact that the second fundamental form of @W ˆ is bounded from below
and from above by that of ball. Similar arguments can be used in the proof of the impli-
cation (a))(h) using the strict positive definiteness of r2ˆ.x/ on Tx (in view of the
convexity of x 7! ˆ.x/ � 
 jxj).

Finally, we prove (b))(f). Since @W ˆ has no segments, ˆo is differentiable in Rn n
¹0º, and by convexity, rˆo is continuous. Since the map x 2 @W ˆ 7! rˆ.x/ 2 @W ˆo

is a homeomorphism. By (b) and (c),

r
2ˆ.x/yT � yT �




jxj

for any x 2 @W ˆ and y 2 Sn�1 with x � y D 0. This implies that r2ˆ maps the tangent
plane of @W ˆ at x to the tangent plane of @W ˆo at rˆ.x/. Thus, by the inverse mapping
theorem, the rˆ is a C k�1C˛-homeomorphism. In particular, @W ˆo is locally a C kC˛-
manifold, and hence, ˆo is C kC˛ . Finally, to prove the ellipticity, it is enough to observe

r
2ˆo.x/yT � yT > 0

for any x 2 @W ˆo and y 2 Sn�1 with y � rˆo.x/D 0; thus, assertion (c) holds, and hence,
ˆo is also elliptic.
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