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Abstract. We study local asymptotics for the spectral projector associated to a Schrédinger oper-
ator —h2A + V on R” in the semiclassical limit as 7 — 0. We prove local uniform convergence
of the rescaled integral kernel of this projector towards a universal model, inside the classically
allowed region as well as on its boundary. This implies universality of microscopic fluctuations for
the corresponding free fermions (determinantal) point processes, both in the bulk and around regu-
lar boundary points. Our results apply to a general class of smooth potentials in arbitrary dimension
n > 1. These results are complemented by studying both macroscopic and mesoscopic fluctuations
of the point process. We obtain tail bounds for macroscopic linear statistics and, provided n > 2,
a central limit theorem for both macroscopic and mesoscopic linear statistics in the bulk.

Keywords: semiclassical analysis, determinantal point processes, Weyl law, Schrédinger operators.

1. Introduction

Consider a semiclassical Schrodinger operator on L2 (R"™),
Hy = —h*A+V,

where A is the standard (negative) Laplacian, # > 0 plays the role of the Planck constant,
and the potential V:R"” — R is locally integrable, bounded from below, and confin-
ing (that is, V(x) — 400 as x — 00). The operator Hj, is then essentially self-adjoint
with domain H?(R") N {u € L2, Vu € L?} and has compact resolvent: it admits a non-
decreasing sequence (Ax)ren Of eigenvalues tending to 400, and an associated Hilbert
basis (vg)ken of L2(R™) consisting of eigenfunctions

Hpvp = Agvg, (v, ve)p2 = Sg=¢, k,£ e N.
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Note that these eigenvalues and eigenfunctions depend on #. We refer to the book [49]
for background on the spectral theory of Schrodinger operators. Using the eigenfunctions
(Vi )keN, one can build a Slater determinant with N particles associated to Hy, which is
the following normalised element of L2(R™*V):

1
Wy (x) = —— det [vp(x;)], xe RPN,
Physically, Uy represents a zero temperature state' of a system of N non-interacting spin-
less fermions subject to the Hamiltonian Hy. Using the usual probabilistic interpretation
of quantum mechanics, Wy gives rise to an /N -point process (a probability measure Py
on RN whose density with respect to the Lebesgue measure is

1
Pyldx] = [Wy ()] = 5| det [oe(x)]I (1.1)

The purpose of this article is to show that in a thermodynamical limit where both
N — 400 and A — 0, the properties of Py are identical for a large class of potentials V.
We use methods from semiclassical analysis and the fact that Py is a determinantal point
process.

Realisations {x; ;Vzl € R™N of Py are usually referred to as free fermions or non-
interacting Fermi gases [71] since the N particles are only subject to the external poten-
tial V' and the Pauli exclusion principle. In the large N limit, this induces non-trivial
spatial correlations, named quantum fluctuations. Using cold atoms in optical traps, it is
now possible to experimentally simulate such non-interacting Fermi gases in a general
potential and study these quantum fluctuations [11, 44]. This has led to a significant
interest in the statistical physics literature regarding the theoretical description and uni-
versality of these local fluctuations. These predictions rely on standard methods from
many-body physics such as local density approximations, and on random matrix theory.
Indeed, for V: x > x2 in dimension 1, Py corresponds to the law of the eigenvalues of the
Gaussian unitary ensemble (GUE), the most studied model of random matrices. We refer
to the reviews [19,29] and Section 1.2 for some background on these results.

Except for a few specific cases, like the harmonic oscillator, the eigenvalues and eigen-
functions (Ag, vx)ren of the Schrodinger operator Hy is neither explicit nor given by
induction formulas. The main novelty of this paper is to apply semiclassical methods to
study (non-interacting) Fermi gases for a general class of potential V', a problem which is
open in the mathematical literature since [71]. This requires extending, beyond the stand-
ard framework, both semiclassical estimates for the spectral projectors of Schrédinger
operators and estimates for determinantal processes with general reproducing kernels. The
greatest source of difficulty in this problem lies in the fact that the ground state of such
free fermions are gapless: one has Ay 1 — Ay — 0 in the asymptotic regime considered.

Uniqueness of the zero temperature state is ensured when Ay < A N+1, a condition which we
will enforce throughout this article.
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Hence, one can only hope to describe the state W up to @ (%). In contrast, for gapped
systems where Ay 41 — Ay is bounded from below, one can use perturbation theory to
describe the state W up to any polynomial precision in %. Such cases with recent activity
are the Szegd or Bergman projectors (see notably [9, 10,20] for a fermionic perspective).

1.1. Main results

1.1.1. Setting and assumptions. The function Wy is non-ambiguously defined when
AN < An+1. To enforce this condition and to introduce the asymptotic setting considered,
weletp e R, A >0,V e L. with V — 400 as x — 00, and let

loc
gy = 100, (Hp)

be the spectral projector of Hj on the interval (—oo, u]. We also denote by Iy, the
integral kernel of the previous operator,

My (6, 3) > D vk ()ve(y).
AR <p

Then, letting N = Rank(Ilj,,), the probability density associated with the state Wy
in(1.1)is

1
Py [dx] = N1 Igf}v[nh,u(xi,xj)]- (1.2)

A precise physical description of Py [dx] is the joint probability of positions of a system of
non-interacting fermions, subject to the one-body Hamiltonian Hjy, connected to a reser-
voir with chemical potential x, and at zero temperature equilibrium. The parameters we
tune are p and 7, then N is determined by N = Rank(Il,,,) = max(j € N,1; < pu) so
that automatically Ay < Ay 1.

Since ITj_,, is an orthogonal projection, the random measure X := Z]I-VZI dx;, where
the configuration {x; }}Vzl follows Py, is a determinantal point process with kernel 1y ;.
This means that all the correlation functions of X are given by determinants of the ker-
nel Iy ;,; we refer to Appendix A.3 for background on determinantal point processes.

Let us now specify the hypothesis on V' that we use throughout this article.

Definition 1.1. We say that
(H) Acouple (1,V) e R x LL (R",R) satisfies (H) if there exists M € R with min V <

loc

i < M such that {V < M} is compactand V € C*®({V < M}, R).

The scope of this article is the following asymptotic regime: (u, V') satisfies (H) are
fixed, and # — 0. In this regime, one has in particular N < +oo for every fixed # > 0,
and N — 400 as i — 0. In fact, if (i, V') satisfies (H), one can prove the Weyl law:

V4
lim #"N = -2
h—0 Q)"

Z = [ (u — V(x))"?dx, (1.3)
]Rn

where w, := 1"(%;2/2) denotes the volume of the unit Euclidean ball in R” and (y)4 =
max{0, y} for y € R; see Proposition 2.10.
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1.1.2. Pointwise Weyl law and macroscopic fluctuations. A stronger form of (1.3) is that
the density of states (proportion of particles by unit volume) is given by

0(x) := Z7 (= V(x)"?, xeR"

Our first result is a probabilistic interpretation of this pointwise Weyl law. Let us denote
by dw the Kantorovich or Wasserstein; distance on the space on probability measures
on R”:

dw (v1,v2) = sup{/fd(vl —): fe Lipl(R”)}.

This provides a natural metric on the space of probability measures which is stronger
than weak convergence. Recall that X denotes the determinantal point process on R”
associated with the operator I3, = 1_z241y <, and that N = tr(T15 ) is the particle
number.

Theorem L.1. Letr (i, V) satisfy (H). There exists a constant ¢ > 0 such that for any
8 € (0,1] and for any h € (0, 1],

Px [dw (N"1X, 0) > 8] < Cc exp(—cN§?).

Theorem 1.1 is a law of large numbers for the random probability measure N ~!X,
with an exponential rate of convergence.

The set {VV < u} which supports g is called the droplet. The droplet consists of a bulk
{V < u} and an edge {V = p}. The real random variables

N
X(f) =) f(x)
j=1

for f:R" — R, are called linear statistics.

Our next theorems describe the fluctuations of linear statistics in the bulk. They exhibit
Gaussian-like tails and, if n > 2, the normalised linear statistics converge in distribution
to a Gaussian, as a form of central limit theorem (CLT).

Theorem L.2. Let (u, V) satisfy (H) and let f € C({V < u},R). There exist ¢ > 0,
€ > 0 such that for allh € (0,1] and allt < e~hN,

Pn[IX(f) —EX(f)| > VAN1] < 2¢7".

This shows that the particles’ fluctuations are much smaller than in the independ-
ent case, a phenomenon related to rigidity and hyperuniformity [89] of the particles. For
free fermions, this rigidity is entirely due to the “repulsion” coming from the exclusion
principle.

We expect (Conjecture 1 below) that the variance of X( f) is always of order N#
for a sufficiently smooth function f, so that Theorem 1.2 captures the typical size of the
fluctuations. In particular, in dimension 2 or more, the variance of X( f) diverges, and it
is a general feature of determinantal point processes (see Corollary A.12) that divergence
of the variance implies a CLT.
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Theorem 1.3. Letn > 2, let (i, V) satisfy (H) and let f € C(R",R) with at most expo-
nential growth such that f € H'() on an open set Q C {V < u} with Jo IVF]? > 0.
It holds in distribution as h — 0, or equivalently N — oo,

X()-EX(f) _

JvarX(f) ot

Evenif f € C°({V < u},R), itis not clear that var X(f') does not oscillate because
of Remark 1.2 below, and its behaviour is expected to depend strongly on the properties
of the Newtonian dynamics associated with the potential V. The proofs of Theorems 1.2
and .3 rely on an upper bound and lower bound, respectively, for the variance, but these
bounds differ by a factor # (see (3.13) and (5.28)): we are able to show that

W < varX(f) = — [Ty, /) < CA'.

This prompts the following conjecture.

Conjecture 1. Let n > 2 and let f € C°(R",R) be nonzero. There exist 0 < ¢ < C
such that

' < varX(f) = 5 w({lly, f) < O

The constants ¢ and C presumably correspond to (weighted) H 1/2 Sobolev norms, as
in the case of the free Laplacian and as in the mesoscopic CLT theorem (Theorem III.1
below). In the physics literature, certain examples of counting statistics (non-smooth test
functions) have been considered in [82].

In dimension n = 1, we showed in [32] that under generic conditions on the poten-
tial V, for f € C*°(R, R) with at most polynomial growth, without any normalisation,
the statistic X(f) obeys a CLT as # — 0 and the variance converges to a weighted H /2
square-norm. This is similar to the random matrix cases treated in the one cut case, e.g.,
in [14,57,63]. It is however important to note that the situation is different for free fermi-
ons in the multi-cut regime. The method of [32] is different from the techniques developed
in this article and relies on the complete integrability of one-dimensional Schrédinger sys-
tems (WKB approximations).

1.1.3. Universal limit at microscopic scales. The method of proof of Theorems I.1, 1.2
and 1.3 relies on the asymptotics of the integral kernel of Il = 1(_ ,J(H5) near the
diagonal. At the microscopic scale, that is, when zooming to the typical distance between
particles, this kernel converges to a universal limit, which does not depend on V' but only
on the dimension n and on whether we are in the bulk {V < u} or at the edge {V = u} of
the droplet. This universal limit implies convergence in distribution of the point process
at this microscopic scale.

Given x¢ € R” and U € SO,, we define the rescaled kernel obtained by zooming
around xq at scale € as

Kype: (x,y) > €T, (xo + €U x, x9 + €U y). (1.4)
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This is the kernel of the determinantal point process

N
Tx*o,eX = ZSS_I‘U(Xj—xo)' (1.5)
j=1
1 o 27tw,,_l/"h
Theorem IL1. Let (i,V) satzsfj) (H)andh € (0,1]. Let xg €{V < u}, lete := TGy
let U € SO, and set Ky ¢ as in formula (1.4). For any compact sets & € {V < u} and

K & R?", there exists a constant C > 0 such that

Sup Sup |Kx0,6(xv J’)_ Kbulk(x»Y)| E Chv
X0E€A (x,y)eXN

where the bulk kernel is Ky := 1
below.

(—oo,4n2w;2/"](_A)" see the explicit formula (1.6)

Remark 1.2. This result is optimal in the sense that one cannot in general obtain asymp-
totics for Ky, e beyond @ (#). There is no asymptotic expansion in powers of # and the
error is known to oscillate. However, our methods can be used to obtain a stronger mode of
convergence: using the ellipticity of the operator, it holds for any multi-indices «, 8 € N7,

sup  sup [0%08 Ky e (x. y) — 0208 Kounc(x, »)| = O(h).
X0€A (x,y)eX

Only local C°-convergence is required for our applications to determinantal point pro-
cesses.

Theorem IL.2. Let (w, V) satisfy (H) and h € (0, 1]. Let xg € {V = u} N{VV #£ 0},
let e = h2/3|VV(x0)|'/3 and U € SO, such that U(VV(xo)) = |VV(xo)|e1. Let Ky,
be as in (1.4). For any compact sets A € {V = u; VV % 0} and X € R?", there exists
a constant C > 0 such that

sup  sup | Kxg.e(x, ¥) — Keage(x, y)| < CAV/3,
X0€A (x,y)eK

where the edge kernel is Keqge 1= 1(—00,0](—A 4 X1); see the explicit formula (1.7) below.

Theorems II.1 and I1.2 directly imply universality of the point process obtained by
zooming at microscopic scales either in the bulk or at the edge of the droplet (see Propos-
ition A.14).

Theorem IL3. Let (i, V) satisfy (H).

—1/n
(1) IfV(xg) < wand e = 2wh—2——, then for any U € SOy, the point process T} X
# Jr—V(x0) %€
given by (1.5) converges in distribution as h — 0 to the determinantal point process

associated with K.

() If V(xo) = i, VV(x0) # 0 and € = h2/3|VV (x0)|~'/3, then for any U € SO(n) sat-
isfying U(VV(x0)) = |VV(xo)|e1, the point process Ty, X given by (1.5) converges
in distribution, as h — 0, to the determinantal point process associated with Kqge.
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Let us now explain the heuristics behind these results and define the limit objects
Kpuik and Kgge. Following Theorem 1.1 and formula (1.3), the typical inter-particle dis-

tance around a point x¢ in the bulk is approximately € = ¢, (Zp(x0))~ /", where ¢, =
2wy, Un After zooming at scale €, the potential of the Schrodinger operator is close to
a constant,

R2e2A + V(xo + €x) — pu =~ c,zl(Z,o(xo))z/"(—A + ;).
Hence, the natural candidate for the scaling limit is

Jnja(cy x = yl)

Jolx —y|r2
where (J,),~¢ are Bessel functions of the first kind, cf. (A.2). The normalisation is such
that the determinantal point process with kernel Ky is translation and rotation invariant
on R” with density 1.

At the boundary of the droplet, the density of states o vanishes. Assuming that y :=

VV(xg) # 0, if we zoom at scale € and apply an orthogonal matrix U, we obtain the
approximation

Kok = 1_o o-21(=A): (x,y) = (1.6)

—€2h2A 4+ V(xg + €U*x) — >~ € 2h%(=A + x1)
provided
e = 1|VV(xo)[7'3 UV(x0) = [VV(xo)er.

Hence, at the edge the typical inter-particle distance is much larger than in the bulk and
given by #%/3|VV(x¢)|~!/3. Then, up to the rotation U, the natural candidate for the
scaling limit is now

Kedge = IL(—C><>,O](_A + xl):

1.1
Jo—12(Vslx—y |)s(”_1)/2ds,

G|t~y I 72 -

+o00
(x,y) —~ / Ai(x1 + 5) Ai(y; + 5)
0
where Ai denotes the standard Airy function (cf. Appendix A.5), and if n > 2, we decom-
pose x = (x1,xT) € R x R”~! and similarly for y.

The bulk and edge point processes from Theorem II.3 are the natural generalisations
of the Sine and Airy point processes in higher dimension n > 2. The relevance of the
determinantal point processes associated with Ky, has first been recognised in [75,90]
under the name “Fermi-sphere” processes. The edge processes associated with Keqee were
first obtained in [26,27], and the kernel asymptotics were proven in the case of the multi-
dimensional harmonic oscillator in [47].

1.1.4. Gaussian field at mesoscopic scales. One can interpolate between Theorems 1.1,
1.2 and 1.3, on the one hand, and Theorem II.3, on the other hand, by considering meso-
scopic scales, that is, the behaviour of the rescaled point process 7%, X for i < € < 1.
In this case, we obtain convergence of the linear statistics to a Gaussian field with H 1/2
covariance.
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Theorem IIL.1. Suppose that n > 2, let (i, V') satisfy (H) and let xo € {V < u}. We
consider a mesoscopic scale €:[0, 1] — [0, 1] such that 818 < e(h) < 4P for some B €
(0,1). Let

2 Wn-1

h 1
® Jivan M T o

We define the random distribution

§(h) =

Xpe 1= 0y, 8" V2(TE X —E[T} X))

Then for any g € C°(R",R), we have

lim E[eXh.s(g)] — 6—2}2(5’)/27 where 22(g) — / |§(€)|2|€|d§
h—0 R”

In particular, Xy, ¢ converges in the sense of finite-dimensional distributions as h — 0 to
a (centred) Gaussian field G on R" with correlation kernel

EG(f)G(g) = [ FOT@Elde.  fig € HV2RM.

The variance 2 is the square of the H!/2 seminorm, and it satisfies the following
scaling invariance property:

52 (Tewy f) = €1M252(f),

where T v, f = f(xo + €U-) for xg € R”, € > 0, U € SO, and f € H'/?(R"). In par-

ticular, the Gaussian field G has the following invariance property: €—1/2 Te’fxOG Lyes
The proof of Theorem III.1 relies on Corollary A.14 which is valid for general determ-

inantal processes, and it boils down again to obtaining the asymptotics of the variance

Var X e(f) = —50 280" (K. /1)

These asymptotics are involved and cannot be directly deduced from Theorem II.1.
In the same way, the upper bound on the macroscopic variance leading to Theorem 1.2.
However, all our results are derived using the same method based on a (semiclassical)
expression for the quantum propagator el Hn/h,

Again, the situation in dimension 1 is special as var Y;TXOX( ) is bounded for a smooth
function f. Nonetheless, by analogy with the known case of the harmonic oscillator
V:x > x2 (cf. [64]), we expect that Theorem II1.1 holds in full generality.

Remark 1.3. In the formulation of Theorem III.1, we have exactly centred the random
variable Xj ;, but its expectation E[T,*, X] admits a simple equivalent. Indeed, if €9 =
el \ith ¢y as in (1.6) denotes the microscopic scale at xg, using (1.4) with U =1,

V=V (x0)
we can rewrite for f e C.(R" R),

E[T, X] = ¢;"8(h) ™" / F(9)Kegurg-pex (0, 0)dx.
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As a consequence of the uniformity of Theorem II.1 with respect to xo, we obtain

BT, X] = ¢;"8(h)~" / FC)dx + O h).

In general, we can only replace E[T, X] by its leading contribution in Theorem III.1
when the scale is small enough, that is, if €(h) <« A®*~1D/1+1),

1.2. Discussion and related works

1.2.1. Hermitian random matrices. The free fermions point processes studied in this
article are basic examples of quantum gases which are exactly solvable due to their
determinantal structure.” In fact, they were introduced by Macchi [71] as the first instances
of determinantal point processes. So far, there has been only little rigorous progress
on the statistical properties of free fermions, with the exception of the one-dimensional
harmonic oscillator which corresponds to the eigenvalues of the Gaussian unitary ensem-
ble [85, Section 2]. The GUE is a central model in random matrix theory which has been
extensively studied and Theorems 1.1, II.1, I1.2, I1.3 and III.1 are well known in this con-
text, e.g., [40]. In particular, in dimension #n = 1, the microscopic limits Ky, and Kegge
from (1.6) and (1.7) are the celebrated Sine and Airy kernels

sin(7m |x —
Kouk(x,y) = M

’

m|x —y|
Ai(x) Ai'(y) — Ai'(x) Ai(y)
xX—y '

+o0
Kaser) = [ AiGx +9) Aily + 5)ds =
0

The Sine and Airy point processes arise in a wide range of other contexts (as originally
surmised by Wigner) and have been extensively studied. In particular, they exhibit well-
known integrable structures, related, for instance, to the Tracy—Widom distribution and
the Kardar—Parisi—Zhang equation, e.g., [25].

One-dimensional free fermions and the eigenvalues of Hermitian random matrices
fall in the same universality class and there is a substantial body of works on the fluctu-
ations of random matrices. The closest context being that of unitary-invariant ensembles
which are also determinantal processes whose correlation kernels are expressed in terms
of orthogonal polynomials [31]. Universal asymptotics for these Christoffel-Darboux ker-
nels are known under very general assumptions and can be obtained by several different
methods; cf. the surveys [35, 69]. In fact, there are exact mappings between the ground
state of one-dimensional free fermions trapped by specific potentials with # = N~! and
the three classical unitary-invariant ensembles. The following table collects the weight
]_[f\;1 wy (A;) of the random matrix ensemble together with the corresponding change of
variables and Schrodinger eigensystem.

%In a physical context, this integrable structure of the N -particle density function Py arises
from applying Wick’s theorem; see e.g., [70].



A. Deleporte, G. Lambert 3938

Hermite

wy (1) e

mapping X =AjN_1/2

1
eigensystem (_FA + XZ)HN,n(X) = 2%HN,n ()

Laguerre

wy(A) ANee=A 1, o >0

mapping xj =4 /AN"Lx; e Ry

) 1 1 2n +1
eigensystem (_FA +x2 + (a2 _ m)x—Z)LN’,, x) = 2( N + ot)LN’n (x)
Jacobi
wy® A=Y+ DM L) e f 20
mapping x; = arccos(A;), xj € [0, 7]

. (rcos )2+ (B sin %)2—% 2n+1 2
eigensystem (_W + G2 4N )JN’,, (x) = ( IN +o —l—ﬂ) INn(x)

There is also a correspondence between free fermions on the unit circle and the circu-
lar unitary ensembles [24]. One can realise Gaussian/circular f-ensembles for any f > 0
by considering the ground state of certain interacting Fermi gases known as Calogero—
Sutherland systems [39, 82] (these are the only cases where such exact mappings exist).
This suggests that more generally, S-ensembles fall in the universality class of certain
interacting one-dimensional Fermi gases.

Let us also mention that there is an extensive body of work on rigidity and CLT
for eigenvalues of random matrices. For instance, the counterpart of Theorem III.1 in
dimension 1 is well known for unitary-invariant ensembles (8 = 2) and general S-ensem-
bles [8,64].

1.2.2. Free fermions on R". Recently, there has been a significant activity in theoretical
physics on the statistical properties of Fermi gases in general dimensions. Let us emphas-
ise again the results from [26—28] which have been an inspiration for our work. By explicit
asymptotic calculations based on short-time expansion of the quantum propagator (this
approach is similar to ours, albeit non-rigorous), Dean et al. established universality of
microscopic fluctuations for free Fermi gases in arbitrary dimension at the bulk and
(regular) edge points. Then, [62,81] explore other universal local behaviours around a sin-
gularity of the external potential, respectively around an interior point where the density
of state vanishes. We refer to the review [29] for applications of these results, some fur-
ther perspectives on the connection with random matrices and a discussion of the positive
temperature regime. The article [30] studies the influence of impurities (modelled by delta
function potentials) inside a Fermi gas. It is worth mentioning [45] on large hole prob-
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abilities for Fermi gases confined by rotation-invariant potentials. Finally, there are also
explicit results on number variance fluctuations, cf. [82] and the perspectives below.

1.2.3. Other universality classes for fermionic systems. In general dimension, a (clas-
sical) statistical mechanics model to compare our results is the Coulomb gas, also known
as one-component plasma or Jellium. Coulomb gases arise in the description of several
different physical phenomena, such as superconductivity, the (fractional) quantum Hall
effect or the eigenvalues of random normal matrices [76]. The prototypical model in this
class is the Ginibre ensemble which is also determinantal [3]. In fact, the (infinite) Ginibre
point process can also be interpreted as the ground state of a (free) quantum system sub-
ject to a strong magnetic Laplacian which forces the particles to lie in the lowest Landau
level [38, 65].

Such fermionic systems can be generalised on C” or over an integrable compact
Kihler manifold for any n > 1. In contrast to the Euclidean case considered here, the ker-
nel of such determinantal point process associated with a magnetic Laplacian is gapped.
Hence, they fall in a different universality class. Notably, these Bargmann kernels (linked
with Berezin—Toeplitz quantisation associated with the Kahler structure) have semiclas-
sical expansion up to O (%#°°) which renders asymptotics possible using methods from
perturbation theory. This has been used to study scaling limits in the bulk [9, 10] and at
the edge in the orthogonal polynomial case [48]. From a probabilistic perspective, another
significant difference is that these Ginibre-like processes exhibit exponential decay of
(spatial) correlations. Concretely, to compare with the Ginibre kernel | Kgi,(x — y)| =
e~¥=Y1?/2_ the universal limit

HQeVmlx —y)

| Kouik (x, )> = 3
mlx =yl

decays like |x — y|~3 in dimension 2 as |x — y| — oo. For Coulomb gases, besides the
long-range interactions, this (super)-exponential decay of correlations is a consequence
of a screening phenomenon.

Besides in the determinantal case, the description of the thermodynamical limit of
Coulomb gases on R” for n > 2 is still a major open problem [76], though recent pro-
gress has been achieved [4, 66]. For two-dimensional Coulomb gases, mesoscopic and
macroscopic fluctuations have been studied in [6,7,67]. In particular, a CLT for smooth
linear statistics holds under general conditions and the limit can be described in terms of
the Gaussian free field (H !-noise, in contrast to the H 1/2_noise which arises from The-
orem III.1). We also refer to [2, 73] for proofs in the Ginibre ensemble and normal matrix
models and further on the relationship to the GFF. In dimension # > 3, there has been pro-
gress in the Hierarchical case [21,43] and for the true model under a “no phase transition”
assumption [77]. Hence, Theorems 1.3 and II1.1 are among the few CLTs valid for a class
of correlated statistical mechanics models in arbitrary dimension. An analogous CLT was
obtained in [5] for another family of determinantal processes on the n-dimensional hyper-
cube, called multivariate orthogonal ensembles, and interesting applications to numerical
quadrature are discussed.
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1.2.4. Semiclassical projector asymptotics. In dimension 1, universal properties of free
fermions associated with Schrédinger operators in the semiclassical limit are heuristically
described in the textbook [88, Chapter 3.3], as well as in [34], based on Wentzel-Kra-
mers—Brillouin (WKB) approximations. In higher dimensions, there is no exact mapping
between free fermions and random matrix models, and furthermore the WKB method
is less powerful (the individual eigenfunctions of H3 do not admit asymptotic formu-
las). We refer to [26,27] for a physical derivation of, e.g., the edge scaling limit, based
on a short-time expansion of the heat kernel associated with the Schrodinger operator:
s +> exp(—sHyp). This approach can be made rigorous (using the Tauberian theorem of
Hardy-Littlewood—Karamata), but yields non-sharp kernel asymptotics (only O(%'/2) in
Theorem I1.1). Instead, we rely on the description of the quantum propagator ¢ > eiHn/%
(see Section 2.3), which is known to yield the sharpest forms of the Weyl law.

Semiclassical techniques devoted to the study of spectral projectors are mostly devel-
oped in the homogeneous case of the Laplace—Beltrami operator over a compact manifold
and the Laplace operator on a domain of R” with Neumann or Dirichlet boundary condi-
tions; we refer to the recent review [55]. The cornerstone is to use a semiclassical Fourier
transform to write a spectral function f(Hjy) of the operator as

1 t A/t
Hy) = 5 [ exp(iz Ha) 7 (5 )dr.
fittn) = [ ew(izm) 7(;
The operator exp(i%Hh) has a physical interpretation: it captures the time evolution of
a quantum system subject to Hy, and admits an approximation as an integral operator for ¢
in a (fixed) neighbourhood [—7, 7] of 0; cf. Proposition 2.11. Even if f is not smooth, one
can hope that

S (Hyp) ~ %/eXP(i%Hh)f<%>ﬂ|t|§vdt,

then perform computations using the right-hand side. The last step consists in recover-
ing f(Hjy) from the asymptotics of this frequency cutoff, which involves Fourier Tauber-
ian theorems.

In the context of the Laplace—Beltrami operator over a smooth compact manifold, the
equivalent of Theorem II.1 is well known, at least on the diagonal x = y. A major part of
the literature is devoted to the improvements on the @ (%) remainder, which depends on
dynamical assumptions on the geodesic flow. Recent developments include the study of
kernel asymptotics at mesoscopic scales around the diagonal, [17,18,61].

Using the Tauberian method, the Weyl law for semiclassical Schrddinger operator
(1.3) was obtained in [50], with a remainder @ (%), under the assumption that VV # 0
along the whole edge. Asymptotics on the diagonal in the bulk and at a non-degenerate
edge (that is, Theorems II.1 and I1.2 at x = y = 0) have been computed in [60] using the
preliminary results of [22], under a growth condition of V' at infinity. In this article’s con-
text, the study of the kernel on the diagonal translates to asymptotics for the expectation
of linear statistics of the Fermi gas.
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Quantities associated with the semiclassical spectral projector for harmonic oscillat-
ors were studied in detail in [46], with an O(/!/?) error term (see notably Proposition 1.8
therein). The upper bound on the variance which leads to Theorem 1.2 (cf. (5.28)) is sim-
ilar to the bound in trace norm obtained in [41], which also holds under hypothesis (H).
Remarkably, many recent advances in the semiclassical literature about the off-diagonal
asymptotics of spectral projectors [17, 18, 46, 47] are also motivated by probabilistic
models (and notably the behaviour of the nodal sets of random linear combinations of
eigenfunctions).

1.2.5. A few perspectives. Even within the scope of semiclassical Schrodinger operators,
the asymptotic picture is far from complete. For instance, to complement our results, it is
of interest to obtain a large deviation principle for the empirical measure and determine
how the rate function depends on the potential. An analogous question can be raised about
the asymptotics of the variance in Theorem 1.3 in relation to Conjecture 1. In particular,
it is relevant to investigate in which case the normalised variance converges to an H'/2
norm or whether there can be oscillations. In dimension 1 where the variance of smooth
linear statistics is bounded, the issue of a mesoscopic CLT is still open.

For fermions point processes, the equivalent of Theorem III.1 when f is the indicator
of a smooth set (“How many particles are in this box”), is a topical question since the num-
ber variance is a common measure of the entanglement entropy of subsystems, e.g., [15,
16,68]. The gapless case (such as semiclassical Schrodinger operators) is linked to a con-
jecture by Widom concerning pseudodifferential operators with rough symbols [83,91],
while the asymptotics of the variance of linear statistics performed in Section 5 relies on
the high regularity of f, the case of an indicator function falls outside the scope of this
article. This problem has been extensively studied recently in the context of random mat-
rix theory based on so-called Fisher—Hartwig asymptotics and it relates optimal particles’
rigidity and Gaussian multiplicative chaos, e.g., [23,42,82]

In a gapped system (integer quantum hall states linked with Berezin—Toeplitz quant-
isation), the so-called area law holds and macroscopic CLTs have been rigorously estab-
lished in [20, 37].

Finally, one can also mention the “hard edge” model of a semiclassical Laplacian
—h?Aq with Dirichlet or Neumann boundary conditions on a relatively compact open
set 2. The behaviour of the point process near the boundary of €2 is presumed to be very
different from the “soft edge” case of Theorem II1.2. A complete description of the off-
diagonal kernel at the relevant scale is an ongoing problem, see for instance the recent
upper bounds on the size of the off-diagonal kernel [56].

1.3. Organisation and notations

In Section 2, we describe the basic semiclassical techniques and objects that are used
throughout this article. We begin with Agmon estimates, which allow us to prove expo-
nential decay for eigenfunctions of Hy = —A2A + V in the “forbidden region” where the
value of V is greater than the eigenvalue. Then, we introduce (semiclassical) pseudodif-
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ferential operators and Fourier integral operators, which are used to obtain asymptotics
for the integral kernel of spectral functions of Hjy,.

Section 3 is devoted to the proof of Theorem II.1 and its corollaries (Theorems I.1
and 1.2, and the first part of Theorem I1.3). Theorem II.1 is proved using the stationary
phase method and Tauberian techniques. Its probabilistic consequences make use of fine
properties of determinantal point processes.

In Section 4, we modify the previous arguments to study the edge of the droplet, prov-
ing Theorem II.2 and the second part of Theorem II.3. The main difference is the treatment
of rapidly oscillating integrals, whose phase is degenerate compared to Section 3.

Finally, we study mesoscopic fluctuations in Section 5 by proving Theorems 1.3
and II1.1. Again, we carefully study the oscillating integrals cut-off at short time, to obtain
asymptotics for the variance of the (rescaled) point process; then we use concentration
inequalities and properties of determinantal point processes (notably the fact that the vari-
ance diverges in dimensions n > 2) to conclude the proof of the CLT.

For completeness, we review in Appendix A.1 several notations and basic facts which
are instrumental to prove our results. We also derive several general estimates on determ-
inantal point processes and oscillatory integrals, which we believe may be of independent
interest, such as Proposition A.11, Corollary A.12, and Propositions A.18, A.19.

e Section A.l presents our Hilbert space setup and various operator topologies that
we use.

e The usual Laplacian A on L?(R") plays a crucial role in our analysis. Section A.2
reviews the basic spectral theory for A, based on the Fourier transform, as well as
standard elliptic regularity estimates.

e Section A.3 provides an introduction to the theory of determinantal point process.
We give a general definition (independent of the concept of correlation kernel) and
review the notion of weak convergence used in Theorem I1.3. We also revisit a clas-
sical CLT of Soshnikov [86] by obtaining new bounds for the Laplace functional of
a general determinantal point process which might be of independent interest (cf. Pro-
position A.11).

e Section A.4 gives several versions of the stationary phase lemma, which are tuned to
obtain the asymptotics of oscillatory integrals which arise in our proofs. Depending on
the regularity of the integrand, we obtain different estimates for the remainder which
might be of independent interest.

e Section A.5 reviews basic facts about the Airy function including its integral repres-
entation, asymptotics and its relationship to the spectral theory of operator (1.7).

In the rest of this article, we use the following conventions:

e We denote by x - £ the Euclidean inner product for x, & € R” and |x| = /x-x
for x € R”.

e We write A € R” to denote a compact subset A of R”.

e Wedenote by BY , = {z € R" : |x — z| < r} the Euclidean ball of radius r around x
in R" and w, = [By |-
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e We denote by dx the Lebesgue measure on R” and by (¢, ¢) = [ ¢(x)¢(x)dx the
usual inner product on L2(R"). We denote ||¢|| = +/{¢, ¢).
e For ¢ € S(R"), we define its Fourier transform by
dx

n
EISTIEN & eR”.

b6 = [ 0

With this convention, the Fourier transform extends to a unitary operator ¥ on L?(R")
and we write ¢ = F ¢ for ¢ € L2(R"), as well as ¢ € S’, where S’ denotes the space
of Schwartz distributions, dual to the space of Schwartz functions §.

e Given V:R" — R satisfying (H), # € (0, 1] and u € R, we denote
Hy=-h?*A+V and T, = L_eou(Hp).

Without loss of generality, we can always assume that V' > 0 and u € (0, M).

e If an operator A acting on L?(R") admits an integral kernel, we also denote by A
its integral kernel. Given f:R; — Ry, U € SO,, € € (0,1] and x¢ € {V < M},
provided that f(H3) admits an integral kernel, we write

KI o (x,p) b € f(Hy)(xo + €U x, x0 + €U*y). (1.8)

X0,€"°
In particular, according to (1.4), we simply have Ky« = K. We also let

K] 0o = f(=A+ V(xop)).

X0,

e Given a multi-index « € NJ and f € S(R"), we denote 3% f = 9%" --- 95} f and
define the norms for k € Ny,

Ifllcrey =sup > 0% £ ().

YERQ o al<k

where € C R” is any open set and the sum is over all multi-indices @ € Nf with
|| = a1 + -+ + o < k. The definition of this norm extends to general functions.
We also set || - [cx = || - | ¢k wn)-

e We use the notation 9y =V = (0x,,...,0x,).

e (C,c > 0 are constants which (vary from line to line) only depend on the dimension
n € N and the potential V.

o C(Cqy,cq > 0 are constants which depend only on n € N, V, the parameter o and vary
from line to line.

e Ifanelement A of a Banach space depends on a parameter 1 > 0, we write for k € N,
A = O () if there exists a constant Cy such that ||| < Cxn* as n — 0. We further
write A = O(7®°) when A = O(yF) for all k € Ny. In the cases where there is ambi-
guity about the used norm, we indicate it as a subscript of @.

e We denote the commutator of two operators 4, B on LZ(R") by [4, B] = AB — BA.
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2. Semiclassical techniques for Schrodinger operators

In this section, we cover basic techniques from semiclassical analysis tailored to the study
of Schrodinger operators of the form Hy, = —A?A + V, in the semiclassical limit # — 0.
Some of these techniques rely on stronger assumptions than (H). The following ancillary
hypothesis will be useful in this section.

From now on, let M be as in (H) and we assume (without loss of generality) that
V =>o0.

Definition 2.1. We say that a potential V € C*°(R", R ) satisfies (H') if

H’) for every k > 0, there exists a constant Cy > 0 such that, for all x € R” outside of
y
a compact set, for every || = k,

10V (x)| < Crlx|?,
and if there exists ¢ > 0 such that, outside of a compact set,
2
clx]® < V(x).

This section is devoted to the foundational techniques and results that allow us to
study the spectrum of Hj as A — 0. Section 2.1 is relatively elementary: we use operator
bracketing and Agmon estimates to prove that, when (u, V) satisfies (H), the spectrum
of Hj below p consists of a finite number of eigenvalues, and that the eigenfunctions
tend very quickly to zero in the forbidden region {V > p}. This is used in Section 2.2
to prove a replacement principle; we can change V on {V > M} so that it satisfies (H').
Then, in Section 2.3, we introduce semiclassical pseudodifferential operators and Fourier
integral operators. They are a priori suited to the stronger assumption (H’), but thanks to
the replacement principle, we can relax the conditions on V' in the forbidden region. Then,
under (H), Proposition 2.12 expresses rapidly oscillating functions of Hy of the form

MY (Hy), 1 e [-t,1],

for a (fixed) small > 0 and ¢ € C2°(R) supported in (—oo, M), as an integral operator
up to a small remainder in C°°-kernel topology. This will be our main tool to prove the
results of Section 1.1.

2.1. Spectral theory and Agmon estimates

Lemma 2.2. Let (i, V) satisfy (H). There exist M > pu and Cpr > 0 such that for all
h € (0,1],
Rank(1g, <pm) < Cyh™".

Hence, Hy, has discrete spectrum on [—0o, M| consisting of finite rank eigenvalues.
Moreover, if V satisfies (H'), there exists C > 0 such that for all h € (0, 1] and . > 0,

Rank(1g, <,) < Ch™"u".
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Proof. We proceed as in [72, Theorem XIII.81]. We start with an upper bound for the
Neumann Laplacian A 4 on a hypercube of size 1:

Rank(1_a, <) < Co(A + 1)"/?

valid for A > 0; if A < 0, the left-hand side is zero.
Now, for each j € Z", let V; denote the infimum of V' on the hypercube 2; centred
at j with size 1, and let A y ; denote the Neumann Laplacian on €2;. Then, writing

L*®R" = P Lz(sz»L :

jezd
the following inequality holds in the sense of quadratic forms:
Hp=-1A+V = P Ay, + V).
jezd
By (H), there is only a finite number of indices j such that V; < M. Hence, the previous
bound implies that
Rank(1_p2p4y<p) < Cy Rank(L_p , <—2p).

which shows that
Rank(]l_thH/SM) < Ch_n

If moreover V satisfies (H'), then the number of indices j such that V; < u grows
like ;*/2, and Rank(1_p , <5-2,) < Ch™"u'? for a universal constant C > 0. This
concludes the proof. ]

According to Lemma 2.2, the spectrum of —4#2A + V below M consists of a finite
number of finite rank eigenvalues. Even though V is not regular on {V > M}, there
are robust tools to study the decay properties of any eigenfunction with eigenvalue less
than M on this region.

Proposition 2.3. Ler (i, V) satisfy (H), let § > 0 be such that (u + 8, V) satisfies (H),
and define
fs: R” 2 x > §dist(x,{V < u +§}).

Let v be a normalised eigenfunction of Hy, = —h*A + V with eigenvalue < 1. Then

2
e vlz2 < 14+ =

Proof. The proof is based on the celebrated Agmon estimates [1]. Let R > 0 and let
f?: x +— min(fs(x), R).

First notice that fge is bounded, Lipschitz, and such that |Vf§| = é1gq,, a.e., where

Qr = {x € R”, dist(x,{V < u+6}) < ?}
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Integrating by parts, for any u € H'(R"), we obtain
(. '8/ Hye ™5 u) = (uHpu) — |uVig |7
= (u, (Hy — 8*Lay)u).

R . . . . L
Take u = ve's /" where v is a normalised eigenfunction of Hp with eigenvalue A < p.

In this case, both v, u € H'(R"), and the last equation reads
A / 25/ |y2 = h2/ |Vul? + / 25y — §21q ) |v)2.
In particular, if A < u, the eigenfunction v satisfies

/e2f§/h<V—82 —wlvl? <o.

We decompose this integral above into two parts: {V < u + &}, where fSR = 0, and its

complement set where V — §2 — . > % We obtain

2 2
/ e2f§/”|v|25—/ (u+82—V)|v|2§—M,
{V>u+8} 8 Jiv<u+8) 8

where we used that V' > 1 and f{Vs;HS} |[v|? < 1. This bound does not depend on R,
so that by monotone convergence, we conclude that

/ e/ y|? < 2E.
(V>u+8) s

Usingagainst=00n{V§,u+8}andf3=00n{V§/L+8}. |

This implies, in particular, the uniform decay for the integral kernel for (compactly
supported) spectral functions of Hj.

2.2. Replacement principle

Hypothesis (H') is much more suited to semiclassical analysis. One can replace, to some
extent, a potential satisfying (H) with one satisfying (H'), as follows.

Definition 2.4. Let (u, V) satisfy (H), let V; satisfy (H'). Let M > u, and suppose that
Vo=Vion{V; <M} and{V, > M} = {V; > M}. Then, we say that 1, replaces V; up
to M.

Proposition 2.5. Let V, replace Vi up to M and recall that the trace-norm | - ||y is
defined in Proposition A.1. Let us denote H;.;, = —h* A + V; for j € {1,2}. Then for any
f € CX(R) with support in [0, M), we have as h — 0,

f(Hip) = f(Hap) + Op (h%).
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Proof. It suffices to prove that there are constants C, ¢ > 0 such that

I f(Hyp) — f(Hap)l| 22 < Ce™/M 2.1)

since by Lemma 2.2, both f(Hj.) have rank O (%™"). In addition, it suffices to prove the
claim in the case where f takes non-negative values (by linearity).

We rely again on an Agmon estimate. Let € > 0 be small and ¢ € C*°(R", [0, 1])
be a cutoff with =0 on {V; <M — 5} and ¢ = 2c on {V; > M — §}, where ¢ =
ce > 0 is small enough such that [V¢|* < - Then, proceeding exactly as in the proof
of Proposition 2.3, for any normalised eigenfunction v of Hj.; = —h?A + V; (for either
j € {1,2}) with eigenvalue A,

/ez‘“”(vj _1VgP = P <o.

Let us split this integral into two parts: on {V; < M — £}, one has ¢?*/" = 1 and
[V$| =0;on{V; > M — £}, onehas V; — |[V$|*> —A > £ provided that A < M — € and
¢ = 2c. We obtain

4 4M
et [ o< [ o <2 [ =Vl < 22
{Vi=M—e/4} {Vi=M—e/2} € J(V,<M—¢/2} €

This yields the following uniform control: for every # € (0, 1], j € {1,2} and every nor-
malised eigenfunction v of either H;.; with eigenvalue < M —e,

/ |U|2 §C€_4C/h.
{Vi=M—e/4}

Moreover, using the eigenvalue equation, one has

)LZ
AvP =28 o +2 [ V2l
{M—e/4<V;<M} {M—€/4<V;<M}

< Ce_3c/h.

/{M—e/4sV,~ <M}

Let y € C*°(R",[0,1]) beequalto 1 on{V < M — §} andto O on {V > M }. We claim
that if v is a normalised eigenfunction of either Hj.;, then yv is an almost eigenfunction
of both Hj.;, for j € {1, 2} in the sense that

1H o (xv) = Axvll 2 < Ce™2/, 2.2)
First observe that
Hj.p(xv) = Ayv + h2(vAy —2Vy - Vv)

for j € {1,2} since V; = V, on supp(y) so that

| Hjm (xv) — Agv|z2 < Ch2(/
{V>=M—e/4}

|v|2 + / |V)(-Vv|2).
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Second, by an integration by parts and then by the Cauchy—Schwarz inequality,
2 2 2
(/ |V)(-Vv|2> < 2(2/UA)((V)(-VU)) +2(/UAU|V)(|2>
=c(/ W) ([ 1vrvol + [ Avf?)
{V=M—e/4} {M—e/A<V =M}

< Ce_4c/h</ |Vy-Vou]® + Ce_3c/h).

This computation shows that || H;.4(xv) — Ayv|2 < Ch?e=3¢/" which proves (2.2).
Using the resolvent identity and the fact that || (H;.; —z) 7! < “m—}z)‘, this bound implies
that forall z € C \ R,

2C em
[Im(z)|?

I((Hizn = 2)7" = (Han —2) Dol <

Since in addition
1 1/2 C
I(Hya =27 0= pvllz < —— / ) < S e
’ S T YE TRV A Y [Im(z)]

we conclude that for any normalised eigenfunction v of either H;.; with eigenvalue
<M —candz e C\R,

C
[(CH = 27" = (Ho =27l < sz n, 23)

Now, if f € C2°(R, R4) with support in [0, M), using the spectral resolution

SHpn): (6.3 = Y fRva)vay),
AEO(Hj:h)

where (A, v;) are normalised eigenpairs of H;.;, we verify that

I(Hizn = 2)7" = (Han = 2)7) f(Hjn) 2= 12

< max |(Hip =27 = (Hap =2 Doallze Y SO,
=M—e /\,EO‘(HJ';;L)

where we used that supp(f) C [0, M — €] for € > 0 small enough. By Lemma 2.2 and
formula (2.3), this implies that

C
[(CHp =27 = (Haip = 27D fHydlleer2 < e

Using the Helffer—Sjostrand formula [52], it follows that
I (Hun) = f(Han) S (Hja) 2oz < Ce™e/m,

This shows that || f(Hy:4)? — f(Ha)? 1202 < 2Ce™/% and it proves (2.1) (upon
replacing 12 by f). n



Universality for free fermions and the local Weyl law 3949

Let us mention that the conclusion of Proposition 2.5 breaks down without regularity
hypotheses on f. In particular, in the case where f = 1(_q, ), Which is the spectral
function of interest, individual eigenfunctions of Hy,; are O(e™ / h)-quasimodes of Hyp
but their energy might shift from just below p to just above it. Hence, without further
assumptions, the trace norm of 1(_eo, ] (H1;%) — L (=00, (H2;1) can be as large as A"
and the operator norm can fail to tend to zero.

2.3. Pseudodifferential operators

If the potential V' satisfies (H'), then the operator Hy = —h?A + V is an example of
a Weyl pseudodifferential operator. Informally speaking, Hj is the quantum equivalent of
the classical energy

R> 5 (x,€) > V(x) + [£]* € R,
using the quantisation rule & <> —iZV. We write
Hj, = Op;((x,£) = V(x) + [§).

Weyl pseudodifferential operators generalise differential operators with smooth coeffi-
cients. The advantage of this setting is that this class of operators is, up to a small error,
preserved by smooth functional calculus: if Py is a Weyl pseudodifferential operator and
f € C*°(R) has good properties at infinity, then f(P3) is also a Weyl pseudodifferential
operator.

Pseudodifferential operators are associated with symbols, which are defined as fol-
lows.

Definition 2.6. Letk,n € N, m € Z. The Fréchet space S™ (R, R") is defined as the set
of smooth functions a: R¥ x R” x (0, 1] — C such that, for any multi-index o € N{)‘J”’,
there exists C, > 0 such that, for all (x, £, %) € R¥*” x (0, 1], one has

0% ca(x.&:h)| < Co(l + €221 + |x )™/,

The optimal constants C, are the seminorms on S™.
Anelement a € S™(R¥ x R") is said to be elliptic when there exists ¢ > 0 such that,
for all (x, £, k) € RKt7 % (0, 1],

la(x, £:7)] = c(1 + [E)™2(1 + |x[?)™/2.

The symbol classes defined here are particular cases of the symbol classes considered
in the textbook [33]. Indeed, the function

(x, €)= (14 [E2)™21 + |x[>)™/?

is an order function as in [33, Definition 7.4].
A natural element of these symbol classes is the harmonic oscillator x2 + £2 which
belongs to S2. Note that, contrary to microlocal symbol classes, the small parameter in
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our semiclassical techniques is # > 0 and not |£|~!; in particular, we do not impose that
differentiating the symbol with respect to £ improves its decay.

For instance, if V satisfies (H'), then (x, §) — V(x) + |£|? € S2(R",R") is elliptic
near infinity.

Definition 2.7. An element a € S™(R¥, R") is called a classical symbol if there exists
a sequence (ax)r>o of smooth functions in R¥ x R™ such that for every k > 0, ay is an
h-independent element of S™ and, for every £ € Ny,

hik*l(a - thak) e S”.
k<t
The principal symbol of a is then defined as ay.

Definition 2.8. Leta € S™(R",R"). The Weyl quantisation Opy,(a) of a is the family of
integral operators with distribution-valued kernels

-0, (X TV
/Rnef a( : ,g,h)dg.

This is a family (indexed by # € (0, 1]) of operators on L?(R") with dense domain. If a
is real-valued, then Opy,(a) is symmetric.

RZI’I
> () oy

Weyl pseudodifferential operators obey an exact (smooth) functional calculus.

Proposition 2.9 ([33, Theorem 8.7]). Let # € C°(R,R). Let P, = Opy(p) be a family
of self-adjoint pseudodifferential operators with symbol p € S™(R") such that p + i is
elliptic and m > 0. Then

U (Pr) = Opy (),

where Opy,(a) is a self-adjoint pseudodifferential operator with symbol a € §. Moreover,
if p is classical, then a is also classical and its principal part is ag = U (p).

If p € S™ is real-valued and elliptic near infinity (if, for instance, p = || + V with V
satisfying (H')), then p + i is elliptic.

We emphasise that this representation of spectral functions of pseudodifferential oper-
ators is exact. An explicit induction formula for the symbol a (giving, in particular, the
condition on the support of a) can be found in [33, after Theorem 8.7]. Specifically,
Schrodinger operators are elliptic in the sense of the last proposition with m = 2.

As an illustration of the versatility of this functional calculus and the “replacement
principle”, let us prove a weak form of the Weyl law, that is, obtain formula (1.3).

Proposition 2.10. Let (i, V) satisfy (H). Recall that w, denotes the volume of the unit
Euclidean ball in R" and that 113, ;, = 1(—co,](H#). Then, as h — 0,

N = t(Ily,,) ~ 2rh) " w, /(M — V(x))f’,_/zdx.
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Proof. Let V, replace V; up to M. Then, by combining Propositions 2.5 and 2.9, for any

¥ e CX(R, [0, 1]) supported inside (0, M;’“], one has

(P} (Hp)) = (@@ (Hz)) + O(H™)

1
= W /ﬂ;zn a(x,&;h)dEdx + Oy (h™°)

_ 1 2 —n+1
= G | PV PN+ 00, ()

where we used that «a is a classical symbol with compact support on R?” and principal
part ag(x, §) = #(Va(x) + [E]?).

The spectrum of the operator Hj lies in [min V, 00), so that if ¥ > Ljninry,.q = 90—,
then ¢4 (Hy) > Iy, > ¥ (H}) as operators.

Hence, by (2.4), taking the limit as # — 0 and then the infimum over all ¢4 larger
than 1L[pinv),.], We obtain

: n _ _ n/2
111;13:)1p(2nh) tr(Ily,,) < /Rzn 1|§|§(M_V(x))¥2d$dx = wy /(u V(x))y “dx.
Similarly, by taking a supremum over ¥ < L[pin(v),.], We obtain the other inequality.
Here, it is very important that for every E € R, the set {V(x) + |§|> = E} has zero
measure; indeed, outside of the measure zero set {§ = 0}, the symbol V(x) + |£|? has no
critical points. ]

If ¥ is not smooth, then ¥ (Py) cannot be written as a pseudodifferential operator in
a satisfactory way. However, by a Fourier transform, writing

I Y Y e
F(h) = Znh/e f}(h)dr,

the crucial step to obtain approximation for ¢ (P%) is the study of the operator fy,;(Hp),
where f;:4(1) = e A%y (1) oscillates at frequency @ (') and y € C°(R) is introduced
for technical reasons. In this case, f;.5(Hp) is an approximation of the propagator asso-
ciated with the Schrodinger operator Hy. It can be expressed as an integral operator with
an oscillating phase, but one must replace e/((*=?)/% in Definition 2.7 by the solution
of an order 1 partial differential equation given in (2.7) and called the Hamilton—Jacobi
equation.’

Proposition 2.11 ([33, Chapter 10, notably (10.2), (10.5) and (10.8)]). Let m > 0. Let
p € S™"(R",R") be independent of h and such that p + 1 is elliptic. Let Py, = Opy;(p).
Given ¥ € C°(R,Ry), there exist T > 0 and a classical symbol a € S°(R?"T1 R")
such that

Py (py) = Ig”ta + Oy (%)  uniformly fort € [—1, 1],

3Equation (2.7) corresponds to the classical (Lagrangian) dynamics associated with the symbol
p(x,§) of P = Opy(p).
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where | g’ ’ta is a (non-self-adjoint) integral operator with kernel

198 (xy) [ k@09 Da .y i 2.5)

N Qrh)"
Here,
o (x,y,&) > alt,x,y,&h) has compact support X € R3" for all t € [~t, 7] and
h e (0,1].
o K is a small t-neighbourhood of {(x, x, &), 9 (p(x, £)) > 0}.
e The principal part of a at t = 0 satisfies, on the diagonal,

ao(0, x, x,§) = ¥ (p(x.§)). (2.6)

o There exists a compact X, € R***1 containing [—t, t] x K such that ¢: K — R is
the (unique) solution of the initial value problem

$0.x,8) =x-&  0:9(t,x,§) = p(x, 001, x,§)). 2.7

Notice the similarities with Proposition 2.9: at = 0, one has [ ;f ’(;l = Op;(a).

The compact set K, and the solution ¢ of the Hamilton—Jacobi equation can be
obtained from X, p, ¢|;=¢ by the method of characteristics (see [36, Section 3.2.4, The-
orem 2] for a general statement concerning first-order PDEs and [36, Section 3.2.5 (c),
Example 6] for an application to Hamilton—Jacobi equations).

Our goal is to apply Propositions 2.9 and 2.11 to obtain pointwise estimates for
the spectral projector I1; = 1y ,(H3), but there are two small obstacles. First, Hy =
—h%A + V is a pseudodifferential operator, with elliptic symbol in S2, only when V sat-
isfies (H'). Second, we need to improve the control of the remainder in Proposition 2.11,
from J'-norm to local C*°-norm. This relies on elliptic estimates (in our case, Proposi-
tion A.6).

The next proposition will be our main input to prove the results of Section 1.1.

Proposition 2.12. Assume that (i, V') satisfies (H) and let ¥ € C2°((—oo, M), Ry) with
M > u as in (H). There exists t > 0 such that fort € [—t, 1],

D (Hy)e /M = 17 4 Ry,

with 1 f? ’la as in (2.5) (under the same assumptions for the classical symbol a € S %) and
the error term satisfies || Ry¢ ;1 = O (h°°) uniformly. Moreover, for any X € {V < M}?
and every multi-indices o, B € N,

max_ sup sup [0%08 Ry (x, )| = O p(h). (2.8)
(. »)€X te[—1,7] he(0,1]

Proof. Let V, replace V; up to M and assume that V;, V, > 0. By Proposition 2.5, it
holds for any 9 € C>°([0, M), R),

19 (Hy;0) — 3 (Hop) I = OG).
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Next, let x € C2°([0, M), R) such that x(A) = A on the support of &. Then for j € {1,2},
HinIMy (H, g = e Hin) /My (H; ).
Hence, since A > e'* is 1-Lipschitz, by using again Proposition 2.5,
19 (Hyg)e 1t — 9 (Hyg)etHon b = 0(1),

We can deduce from this trace norm estimate, a (local) C* control for the kernel
is valid in {V < M} in the following way. Letting (A}, ¢}) and (A7, ¢7) be respective
spectral resolutions of Hj.; and Ho.; below M, one has for j € {1,2},

i y . i J . .
H(Hyp)e inl(x y) = 3 0 Ak gl ()] (v).
)L',i <M
Let 9, (1) = A2™¥(A) for A > 0 and m € Ny. In particular, for (x, y) € {V < M2,
it holds for every m € N,
B (Hyg) /% (x, y) = (<12 A4+ V)" (—2 Ay + VY™ 3 9 ()M pf ()] ().
)L,’; <M
Using Proposition A.6 and the following Remark A.7, for any X € {V < M}? and
every k > 0, there exists C such that withm =k + [ 7] + 1,
19 (Hya)e it % — o (Hogp) e 20 ) o g
< Cph 2K (=2 A + V)T (—h2A + V)T
x [ (Hyyp)e Hrn/t — ﬁ(HZ;h)eitHZh/h]”LZ(]R"X]R")
< Cih™ 27 | O (Hig)e 10— 0y (Hog) e 20/
since the L2-norm of a kernel operator is equal to the Hilbert—Schmidt norm of the cor-
responding operator, which is smaller than its trace norm (cf. Proposition A.1).
Hence, provided that supp ¢ C [0, M), the conclusions of Proposition 2.11 applied
to the symbol p(x, £) = |£|? + V(x) also hold if V satisfies (H). It remains to prove the
claim under hypothesis (H') in which case we can use ellipticity.

Let y: R — [0, 1] be compactly supported inside (0, M) and such that y = 1 on the
support of ¢. Given m € Ny, let

Im: A AT x(A) and O A A2MO9(A).
Then, for every m € N,
xm (HR)e /%9, (Hy) yon (Hp) = /70 (Hy,).

Let us now apply Proposition 2.11 to e*#4/%9, (Hy). Under hypothesis (H'), for every
m € Ny, there exists a classical symbol a, such that

Mg, (Hy) = 194 + R,
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where, since all 1}, have the same support,
||R;',’h||11 = 9, (A*°) uniformly for ¢t € [, 7].
In particular,
MY (Hy) = g (HOIL 3 tm(Hp) + R 7y = son (HA) R, on (H)-

Let X € {V < M}? and let x € C®(R*",R ) be a cutoff equal to 1 on K. Applying
Proposition A.6, we have for every k,m € N,

||§;lrfz ||C2k(,7<) < Ckh_2k_n||(—h2A + V)];+|_n/4J+1(_h2A + V)I;+Ln/4j+1[ﬁ;,’it%]”L2’
Setting m = k + | 2] + 1, by definitions, one has
g 7 y
I(=h%A 4 V)RHI A 2 A 4 VYSFIARR, |l < CllRpe 2

Again, the L2-norm of the kernel of Ry, is controlled by the J'-norm of the corres-
ponding operator; to conclude,

I Rt ll 2k 30y = OB).
It remains to show that for ¢ € [—1, 7],
Am (HR) L2 o (Hy) = 134 + O (5%)

for a compactly supported symbol a which satisfies (2.6) and that the error is controlled
as in (2.8).

Observe that as y, € C2°, by Proposition 2.9, there exists a classical symbol by, € S°
so that

Im(Hp) = Oph(bm)
and thus, for all x, y € R”,
Xm CHR) I yxom (HR) (. )

1 i
= m / eg‘l’(t,xl,xzay,él,éz,E)A([’xl’x27 y, 51’527 S)dmdéldhdézd&
bg

where
W(t, x1,x2,¥,61,62,6) = (x —x1) - &1 + ¢, x1,6) —x2- & + (x2 — y) - &2,

X +x X2 +
A6 22,7, 61.62.8) = b (S5 1R a0 31 . )b (B i),

For any ¢ € [—1, 7], (x1,X2,&) = am(t, x1, X2, &; k) has compact support. Hence, for
(x,y) € X, both variables ”% and % lie in a compact subset of R”, and one can use
the fact that a,, € § has rapid decay in &. This allows us to localise the integral over &1, &,
to a fixed compact, up to an error whose C¥ (KX)-norm is O (A>°) for every k € Nj.
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Hence, for fixed x, y, &, one can apply the stationary phase lemma to the previous
integral. One can easily check that the only critical point of the oscillating phase is

(xlaél9x2752) = (x,axqb(t,x,é'),y,S)

and the Hessian is non-degenerate at this point, with determinant 1. By Proposition A.15,
this implies that for (x, y) € KX and ¢ € [—1, 7],

Am H) L yom (Hp) (x, y)

1 N N
= Qah)y [e"(q)(t’x’s) YDa(t, x,y, E;h)E + Ry, (1, x, ),

where

e a € S%is aclassical symbol such that for all ¢ € [—z, 7], (x, y,&) — a(t,x,y, & h)
has a given compact support.

e Forevery k € Ny,

sup | Rue (2, x, )k x) = O (h™).

te[—1,7]

e The principal part of a satisfies at # = 0 on the diagonal,

aO(Ov X, X, g) = bm,()(x7 i:)am,O(Oa X, X, E)bm,o(x’ g)

Here we used the equations for the critical point (in particular, x; = x, = x on the
diagonal) and that §; = 9, ¢ (0, x, §) = £ by the Hamilton—Jacobi equation (2.7). Since

bmo(x,&) = xm(p(x,8)), amo(t,x,x,&) = Vpm(p(x,§)) (cf. Proposition 2.11) and,
by construction, an % = ¥, we obtain that

ao(0,x,x, &) = ¥(p(x,§)), p(x,§) = [E* + V().
This concludes the proof. ]

Recall that the free fermion point process, denoted by X, is the determinantal point
process associated with the operator Il ,, = 1(_oo,j(H3z), and N = tr [Ty, ,. For fixed
h > 0, the probability measure N ~'EX admits a density with respect to the Lebesgue
measure on R”, since it can be expressed using the first N eigenfunctions (v;)1<j<n
of Hy by

N
1
—1 _ 2
NTEX = N Z |vg (x)|“dx,
k=1

where each term of the sum belongs to L!(R”, R) by definition. The intensity function is
the density of this probability measure,

pn (x) := N7, (x,x), x eR" 2.9)

As a simple consequence of Proposition 2.12, we obtain (locally) uniform bounds for the
intensity of this point process.
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Proposition 2.13. Assume that (v, V') satisfies (H) and let M > p be as in (H). For any
compact K € {V < M}, there exists a constant C (depending on K and i) such that for
all i € (0,1],
max py < C.
K

Proof. Recall that V' > 0 and let ¢ € C°(R, [0, 1]) be such that supp(d}) C (—oo, M)
and 1y ;) < . Then, as the spectrum of H} lies in [0, 00),

O = Vgmy <py < 0(Hp)

as operators, so their kernels can be compared pointwise on the diagonal. Moreover, by
Proposition 2.12 with ¢t = 0, we have 3 (H) = [ ,z/’ E)a + O (%) where the kernel of the
error is controlled locally uniformly inside {V < M }. By (2.5), this implies that for any
K eV <M},

My, (x, x) <

0, x,x,& h)dE + OR™®

G [ a0xx.E e+ 06)

uniformly for x € K, where (x, ) — a(0, x, x, £; &) is uniformly bounded with compact
support (independently of # € (0, 1]). In particular, there exists C > 0 such that, for all
x € K andall 2 € (0, 1],

Iy, (x,x) < Ch™".

Recalling from Lemma 2.10 that

N ~ Q2rh) " w, /(,bL — V(x))i/zdx,
this completes the proof. ]

Remark 2.14. Since V' is not supposed to be regular on {V > M}, the ellipticity tech-
niques used to control the L*®-norm from the L2-norm do not work there. If V is C®
everywhere, on the other hand, it is possible to obtain pointwise equivalents of Proposi-
tion 2.3, see, for instance, [51, Proposition 5.5].

To conclude this section and illustrate the methods used in this article, we apply
Proposition 2.12 with ¢ = 0 to derive the microscopic asymptotics of the kernel of the
operator y(Hjp) for a fixed smooth spectral function y.

Proposition 2.15. Assume that (11, V') satisfies (H) and let y € C2°((—o0, M), R ) with
M > v as in (H). Using notation (1.8), for any compact sets A C{V < M} and X C R?",
it holds
K* ,y) — K’ V) = O(h).
max max |K 1 (2 y) = K5 o(x. ¥ (h)

Proof. By Proposition 2.12 with t = 0, one can write

Kf ,(x,yix0.h) = /ei‘x‘y"ga(Xo + hix, xo + hy, £ B)dE + R(x, y; X0, ),

@2n)
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where the error R(x, y; X9, %) and all its derivatives are @ (4°°) uniformly for xo € + and
(x,y) € K. Note that in this integral, the phase is independent of the parameter # and the
symbol of a satisfies

a(xo, x0,&:h1) = x(V(x0) + 1*) + O(h).

Upon identifying the kernel of the operator K 0,0 as the leading term, this concludes the
proof. ]

3. The spectral projector in the bulk at microscopic scale

This section is devoted to the proof of Theorem II.1 and its consequences.
Our starting point consists in writing compactly supported spectral functions of the
operator Hy = —h2A + V via a semiclassical Fourier transform,

ey = X ")/ 3ty

where f: A x(A)g(h~1). Using the fact that y(Hy)e"H4/" can be well approximated
by integral operators for a short time ¢ € [—t, 7], see Proposition 2.12, up to an @ (A°°)
error, provided the support of g lies inside [, 7], the integral kernel of this operator has
the form

V2

Gyt | ¢TI Bty g e,
/4

where a is a classical symbol and ¢ satisfies the following Hamilton—Jacobi differential

equation:

9 = V(x) + [0x¢, 3.1)
Pli=o = x - &. .

One can then obtain the asymptotics of such integrals by applying the stationary phase
method as A — 0 using the properties of the phase ¢ and of the symbol a for small .
In particular, we study in Section 3.1 general properties of ¢ that will be useful in the rest
of this article.

The approach described above cannot be directly applied to the spectral function of
interest 1(_no, ], Which is not of the form A > x(A)g(h~'1) where y and g have com-
pact support. The idea is to regularise this function by applying a frequency cutoff pz,
on scale 77! and consider instead f,, = 9 - (L(—00,] * pi), Where ¢ € CZ(R,Ry)
is equal to 1 on [0, u]. In Section 3.2, we perform the first step of the proof of The-
orem II. 1 which consists in obtaining the asymptotics of the regularised kernel associated
with such f3 ;.. Then, in Section 3.3, we recover 1 (o ) (H3) from its frequency cutoft
using the Tauberian theorem of Hérmander, concluding the proof of Theorem II.1. Finally,
the probabilistic consequences of Theorem II.1 for free fermions processes are discussed
in Section 3.4.
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3.1. Study of a phase function

Proposition 3.1. Let (., V) satisfy (H) and let M > pu be as in (H). Let X €{V < M} x
R”. Let X' € R?"*! be a neighbourhood of {0} x K, let ¢: K’ — R solve (3.1) and let
W (t,x, &)@t x,6) —x-&

There exist 1 >0, n € C*°([—1,t] x K,R") with detg—:’&7 #0and g € C*°([—71,7] xR",R)

such that for all (t,x,§) € [, 7] X K,

W(r,x, €) = t(n(t, x. &) + (1, x) + V(x)),
and g has the following Taylor expansion as t — 0:
2 IVV(0))?
12

Proof. Since ¢ solves the Hamilton-Jacobi equation (3.1), it is smooth on K’ and, as
t—0,

glt.x) =1 + 0.

¢ =x-E+1(V(x)+ ) +O@>). 3.2)
In particular,
W(t,x,§)
t
is a Morse function of &. This property is preserved for ¢ € [—z, 7] x K if T > 0 is small
enough, that is, % admits exactly one non-degenerate critical point with respect to &,
which is a (global) minimum. By the Morse lemma, there exists a smooth change of

variables £ + 1, which is smooth in (z, x) such that
(. x.§)

t
Using (3.1), we can iterate the Taylor expansion of ¢ as + — 0. We obtain

=V P

= [n(t. %, E)* + g(t.x) + V(x).

3
Bex6) = x £+ V() + [EP) + 1% VV () + STV
+ 506 Hess(V) (08) + O((g] + 01

2
=x-g+o(fe+ %VV(x),I—}— %Hess(V)(x),S n %vvm}

2
+ V() + w#> +O(5] + 0r*).

Note that in this expansion, all terms of even power in ¢ are odd with respect to &, which
explains the error term. This yields as ¢t — 0,
2

0,3, = (10 + SHess (1)) (€ + 59V + O(elr*),
VP o
o(t,x) = l—zxﬂ O,

This completes the proof. u
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3.2. Convergence of regularised kernels

In this section, we obtain asymptotics for a family of regularisations of the operator I13
which are essentially obtained by smoothing the function 1(_ ) using a frequency
cutoff at scale #~!. To define this approximation, we introduce the following parameters.

Notations 3.1. Let (ug, V) satisfy (H), without loss of generality V' > 0, and let M > 0

be as in (H). Let

o x e CXR,I[0,1]), where x = 1 on [0, M].

o ¥ e C>®((no, M),R,), where 1o can be fixed at will later on.

e 7 > 0is a small parameter such that for r € [—7, t], one can

— apply Proposition 2.12;

— apply Proposition 3.1 after fixing a large compact set X € R?" which contains
{(x.6). 9(V(x) + |§*) > 0}

p € S(R,Ry) is even with [ p(A)dA = 1; p is supported on [—7, T].

o pp=h"lp(h™l) forh € (0,1].

In the sequel, we treat u as a parameter, and we also let x,, := x 1o ,) and ¥, 1= F1[g 4

for o < pu < M. We will consider spectral functions of Hj, of the form

Jhput O ﬁ(a)/xu(k)ph(/\ —o)dA.
By Proposition 2.12 applied to the operator & (Hy)et*H#/% it holds

"y W)Y IP 4 Ry e MR (r)dAdr, (3.4)

.t

1
Jup(Hp) = —— /
" V2mh
The role of x is to limit the integral above to a compact set in A € R. In particular, the
operator f , (Hy) has an integral kernel of the form

V2 L (p(t.x.E)—E-y— A~
Fun(Hy): (x.3) > oy [ en@OmOm ate, y £ p(n) (A dsdadr
+ Ru(x. ), (3.5)

where £ — a(x, y, &, t; /) has compact support for ¢ € [—1, 7] and the error Ry, as well as
all its derivatives, are (O (A°°) and controlled uniformly for u € R4 and locally uniformly
forx,y e {V < M}.

The goal of this section is to apply the stationary phase method to the integral ker-
nel (3.5) in order to obtain the following asymptotics for the rescaled kernel K){;"';f of
Ja,..(Hy), as defined in (1.8).

Proposition 3.2. Let X € R?", let Ju,.u be as in Notations 3.1 and let
A € {(xo, ) € R" xRy 1 V(xp) < po < < M},
Then, it holds uniformly for (xg, ) € A and (x,y) € K,
KJiiey) = Ko(xo ) + O(h).

xo,h
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Proof. By formula (3.5), it suffices to obtain the asymptotics for (x, y) € K of the res-
caled kernel

(x.y) > [ o b @(tx0+hx £)~(xo+hy)E—1A)

1
Qm)nt+1/24
x a(xo + hx,xo +hy, & t;h)p(t)x, (A)dEdAde,

where a € S° is a classical symbol whose principal part is given by (2.6) at time = 0
and p(x,€) = |£|> + V(x). Since the phase ¢ is smooth for ¢ € [, r] and Propos-
ition 3.1 applies, by a Taylor expansion and making a spherical change of variables

n(€) = r&)w(£), where (r,w) € Ry x S™!, there exists a classical symbol b € S°
such that for (x, y) € X,

V2ren @@xothe )~othy) et g (v 4 hix, xo + By, £, 11 B)p(t)dE
= e%‘p(”r”l)b(x, y.ro,t;h)r* ldrdw (3.6)
and
Ut r. ) =t(r* + g(t. xo) + V(xo) — A).

Since p and a have compact supports, the function (r,t) — b(x, y,r, w,t; k) also has
compact support. Moreover, since p(0) = x/;zfn and d,¢(0,x,&) = & (by (3.1) and the
change of variable (3.3)), the principal part of b satisfies at 1 = 0,

bo(x, y,1,0) = ¥ Y912 4 V(xp)). (3.7)

In particular, r is bounded away from 0 in the previous integral since ¥ is supported inside

(po, M) and V(xo) < po.
This implies that uniformly for (x, y) € X,

1 i
KM (x, y) = G / ewVEreDp(x y ro, t;h)n, (A" drdAdwdr
T

xo,h
+ OR™).
We apply the stationary phase method to the previous integral in the variables (r, 1) €

R x [~7, 7] for a fixed (A, w) € RY x S"=1. By (3.2), the equations for the critical
point(s) are

8—1// =2rt =0,
3;/ 3.8)
5 = V(xo) +r* =1+ 0() = 0.

These equations have the following consequences:

e Since r is bounded away from 0 (otherwise b = 0), any critical point satisfies ¢ = 0.

e If A < V(xg), there are no critical points of the phase near the support of the symbol b;
by Proposition A.16, the integral is @ (A°°) with the required uniformity.

e If A > V(xp), there is a unique critical point given by 7, (1) := m, and we
assume that r, is bounded away from 0.
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We also verify that ¥|;—¢ = 0 and the Hessian of the phase at the critical point,
Hess ¢ = ( * 26* ) is not degenerate. Hence, by applying Proposition A.15, we obtain
uniformly for (x, y) e X,

1 . A n—2 o
Kﬁ‘g(x,y) = ) / : (2) /Sn_l 5(x, y, re(A)w; k) (A)dodd + O(h™),

where, according to (3.7), r — s(x, y, rw; h) is a classical symbol with compact support
in R and principal part

so(x.y.£) = e TIVEY(E]2 + V(x0)).

To conclude, we go back to the original variable £ = r,(A)w. We have A = |£|2 + V(x¢)
and the Jacobian is

de = iy dr*()‘) ardo = =P o
so that
Ky = L / (@EI(ER + V(x0) + O ) (81> + V(x0))d§

+ O (H).

where both errors are controlled uniformly for (x, y) € K and (xo, t) € 4. Since ¥ =1 on
[1, M], V(xo) = 1 and u < M, we identify the leading term as the kernel of the operator

Kon

o = Du(—A + V(x0)).
this concludes the proof. ]

To recover the asymptotics of &, (Hy) from that of f; ,,(Hy), we treat  as a para-
meter, and we will rely on the following estimate on the derivative 0, f ,,(Hp).

Lemma 3.3. Let p, ¢ be as in Notations 3.1 and set {p, ;,(A) = O (A)pp(A — p). There
exists a constant C > 0 such that for all xo € {V < o}, 4 € Ry andh € (0, 1],

1"y, (Hy) (X0, x0) < C.

Proof. By writing p; in terms of its Fourier transform and applying Proposition 2.12,

we obtain
1 i nE— ~
h" Ch o (Hp) (X0, Xo) = W—H/zh/eh(w’xo’s) X06=10 g (xg, xo, £, 13 1) p(t)dedE
+ O(h*),

where a € S, (xo, &) — a(xo. Xo. £, t; #) has a fixed compact support for ¢ € supp(p),
h € (0, 1] and the error (as well as all its derivatives) is controlled uniformly for xo €
{V<uyand p e Ry.
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We proceed like in the proof of Proposition 3.2, by decomposing 1n(§) = rw for
(r,®) € Ry x S" ! and applying the stationary phase method in the variables (r, ¢).
According to (3.6)—(3.7),

h" gh,/L(Hh)(XO» Xo)

1 1
_ W (E,r,o,un) . n—1 00
= — eh b(xg,rw,t;h)r" "dtdrdw + O (™),
(2m)"t1h /S"—1 /—t,r]xR+

where ¥ (¢, 7,0, ) = t(r?> 4+ g(x,t) — u) and b € S? is another classical symbol.

Like in the proof of Proposition 3.2, the equations for the critical point(s) are given
by (3.8) with A = p and the parameter r is bounded away from 0. In particular, uniformly
for (xg, 1) in a (small) neighbourhood of {i < V(x¢)}, there is no critical point and by
applying Proposition A.16,

Crop(Hp) (X0, x0) = O (7).

On the other hand, if p is bounded away from V'(xg), then there is a unique critical point
(re,t) = (V0 — V(x0),0), and applying Proposition A.15, it holds

rn=2/2

1" o (Hp) (X0, Xo) = Q)"

/ (bo(xg, 7w, 0) + O(A))dw + O (R*™).
Sn—1

In both cases, this proves that there is a constant C such that for xo € {V < uo},
nweR,andh € (0,1],

7" Ehu (Hp) (X0, X0) < C(1+ 72 (). u

3.3. From the regularised kernel to the projection kernel

To conclude the proof of Theorem II.1, it remains to replace K){Z % by the rescaled kernel
of the projection IT, 5 = 1o ,)(H3). To this end, we treat the energy level u as a para-
meter, and we rely on the following Tauberian theorem.

Proposition 3.4 (Cf. [74, Theorem B.2.1]). Let N: [0, 00) — [0, 00) be a function with
N(0) =0, N’ > 0 and at most polynomial growth. Let p be a mollifier as in Notations 3.1.
If N' % pp(A) < 1+ A% for some o € Ry, then [IN(A) — N * ps(A)| < Coh(1 + A%) for
all A € Ry.

This statement follows directly from [74, Theorem B.2.1] by rescaling the mollifier p
at scale 7 as in the Notations 3.1. Moreover, the counting function N is allowed to depend
on the parameter # as long as the condition N’ * pz(1) < C(1 + A%) holds.

Let us sketch how this result comes into play. Recall that ¥, = 91|, where ¥ €
C>((po, M), R,). Treating p as a parameter, we are interested in the kernel of the
operator K . (‘)‘, B To ease notation, let

K: s Koty (o y) = W19, (Hy) (o + hx. xo + hy).
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Then
K % pn(1) = A" / B () (xo + Fx, Xo -+ hy)pn (it — 0)do
— g (Hy) (o + hix, xo + ),

where using that p is even, we define

61000 = 9Q) [ Lrsppn(i — 0)do. (39)
This function is essentially the same as f3 , appearing in Notations 3.1.

Proposition 3.5. Let Ko € {V < M 2. It holds uniformly for (1, x,y) € R x Ko x Ko,

Shu(Hp)(x. y) = fru(Hp)(x,y) + OH).

Proof. One has

Fu0) = 81D = 90 [ (1= 20D Loy - 01,
Since the supports of ¢ and 1 — x are disjoint and p € §, we obtain

I fou — &hullLoe = O(R™),

and moreover (f ,, — gh,,) is supported inside (w0, (1) with 1 < M. Using the spectral
resolution of Hy, for energy < pu1, by Lemma 2.2, this implies that

||x = (fh,u - gh,u)(Hh)(xyx)”CO(Jco) =< Ch_n”fh,u - gh,;L”LOO /{IELX ||U§||CO(J<0),
<u1

where v, denotes the eigenfunction(s) of Hj with energy A. Moreover, for any cutoff
X €CX{V < M}, R,) such that y > 1 x,, by Lemma A.5,

I3 llcowce) < IaxlEoga < CIIA = M)+ @0l 2@y

Using the eigenvalue equation, — Hjv); = Av,, one verifies that for any £ € N, there exists
a constant Cy > 0 such that for any A < M and x € supp(y),

(1= A (a ()] < Ch™ ()],
This implies that for any A < M and £ € N,
1= A a0 l2@ny = OB and  [v}llcogey) = OG22,
We conclude that
o = (fru = &) (HR) (X, X) [ co(x) = O (B™).

Since f4,. 8, = 0 by the Cauchy—Schwarz inequality, this completes the proof. |
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In addition,

0u (K * pp) () = h" 0 (Hyp)pn (e — Hy)(x0 + hx, xo + hy),

which we studled in Proposition 3.3.

If u— K h(x y) would be non-increasing, one could directly combine Proposi-
tions 3.5, 3.3 and 3.2 with the Tauberian theorem to deduce the asymptotics of this kernel.
Nevertheless, using the positivity of K i‘)‘ 5 on the diagonal as an additional trick, we obtain
the desired result.

Proposition 3.6. Let ¥, be as in Notations 3.1. For any compact sets A € {(xo, ) €
R” xRt : V(x0) < o < 0 < M} and K € R”, there exists a constant C such that

ma X, X, < Ch
(X()[L)E,A(xy)e]’éxj{| xo,( y) = xoo( Nl =

Proof. Recall that we set K} = K 19" ; and define for xp, x,y € R" and u € R,
Ny, () = " 37 9 ()|uaxo + )2,

A<p

NZ (e p) = 0" 9 (W) |valxo + hx) — vi(xo + hy)|%,
A<p

where (4, ¢,) are normalised eigenpairs of Hj. Using the spectral resolution of oper-
ator Hyp, it holds

N;},A(xo + hx) = K (x, x),

s (3.10)
Nh,A(x’ y) = K,\()C,X) + K/l(yv y) - 2K/1(xv y)

The counting functions A +— N;{ 5 (x, y) for j € {1, 2} satisfy all the assumptions of
Proposition 3.4. Indeed, they are non-decreasing, and we verify thatif o <1 <M and A
is sufficiently small, it holds uniformly for all © € R4, xg € {V < uo}and x, y € X,

N? (x,y) <4 ma N} < 44" ma Y(H, , < 0.
Pulry) =4 max  NLGro) S 40" max 9 (Hy)(o.x0) < 00

The last bound follows from Proposition 2.13. From Proposition 3.3, the convolution
d1(K * ps) is uniformly bounded. Hence, the same holds for the derlvatlves of the count-
ing functions N{’A(x, y) for j € {1,2}.

Thus, one can apply the Tauberian theorem to N ! and N2, and by linearity, we obtain

max max |K, (x,y)— | K;(x, —A)dA| < Ch.
o max K Gr) / 2 Geo)on (= 1)

On the other hand, according to Proposition 3.5, it also holds for © € R,

[ Ko (e 7)on (i — M)A = 17 gp o (Hy) (xo + Fix. xo + hy)

= h" f.(Hp)(xo + hix,xo + hy) + O(h™)
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with the required uniformity. By Proposition 3.2, we conclude that

xoh(x )= Ko(x, ) + O(h). n

We are almost done with the proof of Theorem II.1: it remains to add the kernel of
a pseudodifferential operator.

Proposition 3.7. Let f € C°(R,Ry) and let f,, = f 1o, for p € Ry. For any compact
sets A € {(xo, 1) ER* xR : V(xp) < u < M} and X € R?", there exists a constant C
such that for i € (0, 1],

f,u. flt
max  max_|K: ", (x,y)— K. o(x, < Ch.
(x0,)EA (x,y)eXK | h( y 0( VI =
Proof. Letus choose ; for j € {0, 1} so that V(x¢) < po < n1 < u forall (xo, ) € 4
and decompose

S Lo = X + 9o,
where y € C°(R,Ry)isequaltoOon [u;,00) and % € C°((po, M), R4 ). By linearity,
it holds for % € [0, 1],
fu _ px
K., =K; oh T Kx0 A

x0,h

Moreover, according to Propositions 3.6 and 2.15, there exists a constant C depending
only on (+4, K) such that for all (x, y) € X,

g »
Koty (x, ) = Ko (x, »)| < Ch

and
|KF 4 (e y) = K5 o(x, »)| < Ch.

By combining these estimates, the proof is completed. ]

To conclude with the proof of Theorem II.1, one can choose any f € C2°(R,R™)
equal to 1 on [0, u].

Remark 3.8. Let us comment on the convergence of derivatives for the rescaled kernel at
local scales. Choosing f equal to A — A2k on [0, i] allows us to prove that the kernel of
H ;{‘ 15 H;’f also admits a scaling limit in the bulk which is expressed in terms of the free
Laplacian; for any k € Ng, as i — 0,

(=Ax + Vo + hx)! (= Ay + Vixo + hy) K (x. )

x0,h

— (A + V(x0) (=A, + V(xo) K % (x, y)

x0,0

locally uniformly on R2".
By Proposition A.6, this implies the convergence of the kernel (x, y) K f. e '(x,y)
in the local C?*-topology (as well as a rate of convergence O (h)).
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3.4. Concentration inequalities for linear statistics

To conclude this section, we prove the law of large numbers of Theorem 1.1 and the central
limit Theorem I.3.

Recall that the free fermion point process, denoted by X, is the determinantal point
process associated with the operator Iz ,, = 1 (—co,](H#%), and N = tr I3 ;.. Its (norm-
alised) intensity is denoted by py, (2.9). In particular, for any test function f:R"” — R,
EX(f) = te[fOs,] = N [ fdpn, where we view f as a (unbounded) positive multi-
plication operator. Let us denote

F={f:R" > R: f eLip,, £(0) = 0},

and recall that the Kantorovich distance is dw (v, p) = sup{/ fd(v — p) : f € F} for any
probability measures v, p on R”.

Lemma 3.9. Let (11, V) satisfy the hypothesis (H) and let 0 = Z7 (1 — V)'_z_/2 be the
corresponding density of states. Then, as h — 0 (or equivalently N — o),

dw(pn.0) — 0.
Proof. We begin with the elementary identity
VfeF, VxeR", |f(x)]<]x|.

Let § > 0 be a small parameter and let

-1
wy /"

Vi =Vi(xo)

as in Theorem I1.1. Let f5 be as in Proposition 2.3 and let f € F. Then, using the spectral
resolution of 1y ,,

€(xo) = 2mh for xo € {V < u}

mu e (x
FOoTaulronde| =2(1455)  sup | f(x)e 2@/

),
‘ N Jv)=u+28 V(x)>u+28

and
sup  sup |f(x)e_2f5(x)/h| < sup |x|e_2f5(x)/h.
FEFV(x)>u+28 V(x)>pn+28
The right-hand side is finite for every % € (0, 1] and tends to zero exponentially quickly
ash — 0.
On the other hand, by Theorem II.1 and Proposition 2.10, as # — 0,

1
_ I, (x, x)dx — 5
‘N /{V(X)S/L—S} S ) (x, x)dx /{V(x)su—é’} f(x)o(x) x‘

< / x|) Ky e(x)(0,0) _ (27h)"
{V(x)=pu—38}

x—0

)

- Ne(x)" Zwne(x)"

where we used that Ky ¢(x)(0,0) — 1 uniformly for all x in the compact set {V' < . —4}.
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The function g is uniformly bounded, so that

lim sup sup

/ F(x)a(x)dx = 0.
§—>0 feFJ{u—8<V(x)<u+246}

Similarly, by Proposition 2.13, pp is uniformly bounded on compact subsets of {V < M },
so that

limsup sup sup f(x)pn(x)dx = 0.

§—>0 f€F he(0,1] /{/L—SsV(x)su,+28}

Combining these estimates concludes the proof. ]

As consequence of Lemma 3.9, the (normalised) intensity py converges weakly to
the density of states o. To complete the proof of the law of large numbers, Theorem 1.1,
we rely on Lemma 3.9 and basic concentration bounds for determinantal processes.

Proposition 3.10. Letr (u, V) satisfy the hypothesis (H). There exists a small constant
¢ > 0 such that for any € > 0 with € < h~!, there exists a (non-increasing) constant
Ce > 1and

Pldw(N "X, pn) > €] < Ccexp(—cNe?).
Moreover, we can choose C, = eCe” for some universal constant C > 0.

Proof. Let us denote X := X — EX for the recentred Fermion point process. By (A.4),
for any f € C(R",R),

E[eX)] = det(I+ (¢/ — DT, )e” VM) < explarl(e” — 1= f)TIy,).
where we used the elementary bound
det(I+ A) < exp(tr(A))

valid for all finite-rank operators A > —I (here A = I1j , e/ — I #,0» 18 bounded from
below by —I).

Moreover, by Proposition 2.3 and using the spectral resolution of ITj ,,, it holds for
allg € C(R",Ry),

tr(gTa,0) = N (1+25) sup (g(e™25/h),

xeR”

Using that 0 < el —1— f < fzef, we obtain

E[ei(f)] < exp(N(] + 2%) sup (f(x)zef(x)_ﬂ"(x)/h)).

x€eR”
By rescaling, this shows that for any A > 0 with A <« N#%™!, there exists a constant
C > 0 such that if 7 is sufficiently small, then

-1z C
supIE[e’w X < exp( —A?).
feF (2N )
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Here, we crucially use the fact that elements of F are globally 1-Lipschitz, so that, for ¢
small enough,

sup  sup sup (eAN_lf(x)_ﬁ“‘(x)/h) < 4o00.
A<cNh—1 f€F xeR4

By Markov’s inequality, this yields a Gaussian tail bound for the random variable
X(f);forany e > Oand A > 0,

sup P[X(f) = eN] < e+ +CA? /2N
f€F

so that, choosing A = ¢ Ne for ¢ > 0 small enough,

sup P[X(f) = eN] < e~erter?/2N exp(—ENez).
feF 2

Upon replacing f with — f', we obtain a symmetric inequality. Hence, it holds for any
e<h 1,
~ c
sup P[IX(f)] = eN] = 2exp(—5 Ne?). G.11)
feF 2 ’
To conclude the proof, it remains to use a compactness argument, but for this we need

to localise the problem in space. Let y € C.(R”, [0, 1]) N F with y = 1 on the compact
{V < M} sothatforall f €F,

XN = RGN+ K(g) +2EX(g),  g(x) = (1= x(x))lx].

Note that we used that by linearity,

IX((1 = D) XA =PI fD) +EX((1 = 0l f]) < X(g) + 2EX(g)

as | f(x)| < |x|. Since g € F and supp(0) C {V > M}, as in the proof of Lemma 3.9,
EX(g) — 0 exponentially quickly as # — 0. This implies that if % is sufficiently small,
then c
Plsup IX(/)| = 4eN] = Plsup [R(1/)| = 26N] + 2exp(— 5 Ne?).
feF feF 2
We now use that the set {y f : f € F} is compact for the uniform topology (by the
Arzela—Ascoli theorem) so that for any € > 0, there is a finite set S¢ C {yf : f € F} such
that for any f € F,

there exists g € S¢ such that |X(yf) — X(g)| < Ne,

where we used that the point process X has N particles. Since estimate (3.11) is uniform
over all Lipschitz functions in F, by a union bound, this implies that for any € > 0 with
e <A,
P[sup [X(f)| = 4eN] < P[sup [X(g)| = eN] + 2exp(—c Ne?)
f€eF gE€Se

< 2(|S¢| + 1) exp(—cNe?).

Since supsep IX(f)| = Ndw(N !X, py), this completes the proof. The form of the con-
stant C, follows from standard continuity arguments. ]
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By combining Lemma 3.9 and Proposition 3.10, the proof of Theorem I.1 is complete.
Let us now turn to the proof of Theorem 1.3. This CLT follows from Corollary A.12
and showing that var X( f') — oo as A — 0, which holds true in dimension n > 2.

Proof of Theorem 1.3. Let us first remark that, for fixed f € C(R"”, R) with at most
exponential growth, for # > 0 small enough, X(f) € L? (as a real random variable).
Indeed, denoting by f4 and f_ the positive and negative parts of f, respectively, then
X(f) = X(f+) — X(f-), and X preserves positivity. Moreover, using the determinantal
structure,

E[X(f£)’] = M f2]* + (I, £2),

and tr(I1zg) = [ Ix(x,x)g(x) < oo as soon as g > 0 has at most exponential growth, by
Proposition 2.3 (indeed, rank(I13) is finite and the range consists of eigenfunctions with
spacial decay at a rate ™! |x| near infinity).

By Proposition 2.3, if f is supported on R” \ {V < u}, then we even have EX( f) =
O (#°°). In this case, by Lemma A.9,

varX(f) = te(f*Mp,.) = EX(f?) = O(H).

Let y € C(R", [0, 1]) be a cutoff such that y > 14y <,;. The previous estimate
implies that if f € C(R",R),

varX(fy) = varX(f) + O (7).

Note that the function fy is uniformly bounded on R”. Hence, if we can show that
var X( fy) — oo as i — oo, by Corollary A.12, we obtain as i — 0,

X(fx)

gy

where X := X — EX. Moreover, i(f(l — y)) — 0in L? so that by Slutsky’s lemma, this
implies the claim of Theorem 1.3. So we can assume that f € C.(R"”,R,) and then

1 1
varX(f) = —5 u({f. Ms,.)%) = 3 /(f(X) — f()? M (x, y)Pdxdy.

For any open set 2 C {V < u} and any continuous function €: 2 — (0, 1], we have a lower
bound,

varX(/) = 3 / Leea(f(0) = £(x + €(x)2))%€() ™ | Ke(uyx (0. 2)|Pdxdz,

where we used notation (1.4). By Lusin’s theorem, since V f € L?(R2), by choosing
a smaller open subset Q C {V < 1}, we can assume that ' € C1(). Then, choosing
—1/n
)
€(x) =2nh “

Vie=V(x)
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and applying Theorem II.1, it holds as # — 0,

(cnlz)
(f() = f(x + €(x)2) %) 2[Kex(0.2)] — (2 V f(x ))2%
for every x € 2, where we used expression (1.6) for the kernel Ky and ¢, = Zna),fl/".

By Fatou’s lemma, this implies that

liirln inf(A"~2 var X(f))
—0
2

>
- 2(271)"

/ Teea (it — V) @2P2(2 -V ()12, (enl2])

d
—de.
|z

By going to spherical coordinates, this integral factorises and we obtain

1i£n inf(A" 2 var X(f))

2 Sog o VDRIV S e /R+ 2, ()rdr.

Hence, if [o |V f |2 > 0, the first integral is positive and using the asymptotics of the
Bessel functions as r — oo,

2 1
Taja(r) = = cos(r - M) + O, (3.12)
Tr 4
we obtain that
liminf(A"~2 var X( f)) = +o0. (3.13)
h—0
This concludes the proof. ]

4. The spectral projector at the edge at microscopic scale

This section is devoted to the proof of Theorem I1.2, that is, the asymptotics of the rescaled
kernel K¢ x, defined in (1.4), around a point xo € R” at the boundary of the droplet,
V(xo) = p. We also assume that the point is non-degenerate, VV(xo) # 0. In this case,
upon an appropriate scaling (e, U), the limiting kernel is

Kedge: (xv y) = ]l(—oo,O](_A + xl)»

where x; = x - e1, and e; denotes the first vector of the canonical basis of R”. This kernel
is given explicitly in terms of Airy and Bessel functions by (1.7).

The method of proof is the same as in Section 3; we first prove convergence of a reg-
ularised projection kernel and then we apply the Tauberian theorem (Proposition 3.4)
to recover the asymptotics of the rescaled kernel K¢ x,. The main difference with the
proof of Proposition 3.2 is that, when dealing with an oscillatory integral of the form
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/ /% the stationary point V¢ = 0 is degenerate (the Hessian is not invertible). This
explains why Kqge involves the Airy function, which is the simplest degenerate oscillat-
ory integral.

We again consider a regularised projection of the form f; , (H) as in Notations 3.1
and denote

KLz (v, 9) > € i (Ha) (v + €U, o + €UTy),
where € = h2/3|VV(x0)|~'/3 and U € SO, is chosen so that
U(VV(x0)) = [VV(xo0)ler
as in Theorem I1.2.

Proposition 4.1. Let X € R?", A € {(x9. 1) € R" x (0, M), u = V(x0), VV(x0) # O}
In the above setup, it holds

sup  sup  |KZ5E (x, ) — 0 (1) Keage(x, )| < CHY3,

X0E€A (x,y)EX

Proof. Let us den;)te by ¥ = VV(xp), y = |¥| and § = é = h'/3y1/3, By (3.5), the
rescaled kernel Kef;c‘(‘)‘ at a point (x, y) € K is given by

¢ /ehi(¢(t,x0+e‘u*x,§)—(x0+e‘u*y)~$—lt)
(Znh)"'H
xa(xo + €U x,xo + €Uy, £, 1;7)p(t)x, (A)dEdAdr + O (A™),

where the error term is uniform for (xo, #) € 4 and (x, y) € K. As in the proof of
Proposition 3.2, we can rewrite

e @UX0HUT D0+ U™ N (v 4 € U*x, xo + € Uy, £.1: 1)

= B V0D FOPER DU W £y g)

where W(z, x¢, £) is as in Proposition 3.1 and b is a classical symbol with principal part
att =0,

bo(x.y.£.0) = O (1 + [§%).

The critical point for the phase W(t, xo, §) — At is again givenby t = 0, & = 0, A = u,
but it is degenerate. However, by Proposition 3.1, one can rewrite the phase as

\I’(Z,XQ,%_) = t(|n(t,X0»§)|2 + g(lvx()) + /'L)v

where

2 -
gt.x0) = 215+ 0GY) and (. x0.6) = +15 + 0.
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We make a change of variable &£ < 7 and use that the Jacobian | % | =1+ O(¢) is a smooth
non-vanishing function for ¢ € supp(p). Then

d
VIpOb(x. . 6. 1:8)| | = et vnsid

is again a classical symbol, compactly supported in (z, 7). Making a change variable
A < (u—A) and letting y; = »(u — ) (according to Notations 3.1, the cutoff y; €
CX(R,R4) can be chosen independent of 1 and is equal to 1 on a neighbourhood of 0),
this implies that for (x, y) € X,

n

~ € . .
Iz — 1y (n,1,A) /1 piw(x,y.t,m)/8
K¢y, (x,y) = W/]lxzoel e
x c(x,y,n,t;8) 1 (A)dndAdt + O (™),
where the error term is C * with the required uniformity and the phases are given by

o(x,y.t.n) = 0xW(t, x0.§(t. m) - UWx + £, 1) - U (x — ),
v(n,t, ) = n* + g(t,x0) + A.

Moreover, the classical symbol ¢ has principal part at t = 0, for x, y € X,
co(x,,1,0) = F(u + |n?).

We claim that this integral can be localised to the set {|¢| < §'7%, |n| < §17%} for any
small « € (0, 1) up to an arbitrary small error. Namely, if y» € CZ°(R"*t! R ) is a cutoff
which equals 1 on the unit ball B, we will show that the integral

Ty = / MVt D gioCeytm/e(x y n,t:8)(1 — x2(8%7 (¢, m)))dndr

is O (h*°). This relies on the fact that for ¢ € supp(p) and A € [0, u],
N[ty (e, )] = c(lt? + [n*) and  3F[tyr(n,1,)] = O().

Let D; = 0, (m) The previous bounds imply that if (¢, 1) ¢ 7% B, 1, then for
any k € N,

| D (2D (e y. . 1:8)(1 = x (8% (1.m))) | < G ™HCT20 = Op(n7H(7240),

Hence, repeated integration by parts shows that for any k € N,
I = (i) / VLM D (it e (x y . 1:8)(1 — x2(87 (¢, m))))dédAdr
— (9/( (thOt/3).

This proves that uniformly for all (xo, 1) € #4 and (x, y) € X,

n

K ; ity (n,1,2)/h g (x.y,6,m)/8
Kox(600) = Gt / R Rl

X ¢ (x, y,1,158) x1(A) x2(8* 7" (¢, m)dndAde + O (™).
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We can now perform a Taylor expansion of the two phases. By Proposition 3.1,
(2
12

_ _ 1/t 3 1/t 3
2Py AUy Ry = S (54m) +5(5-m) H Ut PEh+oe.

YO T2 =y (I + 5) A+ 06,

where we decompose 7 = (171, 7%). In addition, by Proposition 3.1,

DU, 30,8) = 17 + OGP, E(t.m) = 11— 37 + O(2),

so that

o(x,y.t.m) =E@,n) - U (x = y) + 0xW(1, x0.§(1.m) - U'x

r_ .
=Un-(x—y)+ E‘Uy-(x—i—y)—i—@(tz).
Since Uy = yey, this implies that with the same scaling,

_ t t
CNLLV2”hW”U”D=VMTW“&—yX+m(§+m)+y(§—nﬂ)+005

Let us also decompose x = (x1,x>) and y = (y;, y+). These expansions imply that
if we make a change of variables

_ t _ t _ _
u=2=: 1()/5—}—771)’ v=2_4 1()/5—771), z=9 17’]L and s =9§ 2(/\+|7}l|2),

then we can rewrite

eittlf(n,t,/l)/heiw(x,y,t,n)/Sc(x, V. 10,1:8)

3 3
= op(i( 5 + (1 + 9+ 5+ On+sw) +iz- (h b))

x f(x,y,u,v,z,s;98). 4.1)

Note that we used in a crucial way that the errors coming from the expansions of the
phases are given O (h~1t%) = (9((%)48) and (87 '1?) = (9((%)25), so that f is
again a classical symbol with constant principal part,

Jo(x,y,u,v,z,5) = colx,y,0,0) = ¥ ().

Hence, making the change of variables (¢, 7, 1) — (u, v, z, s) as above (whose Jac-
obian is given by A8") and using (4.1), we obtain

~ 1 i(w3/3 3/3 (xt—yL
Kéfxo(x’y) — (2ﬂ)n+1 /]lszlz\Zel(u [3+x1+)u+v>/3+ (1 +s)v+z-(x-=y-))

x f(x,y,u,v,z,5;8) x3,5(s,u, v, z)dudvdzds
+ O (1), (4.2)



A. Deleporte, G. Lambert 3974

where the cutoff

Toplo0.2) = 0@~ 2P (871 55 2) ).

2

Since the cutoffs are arbitrary, we can assume that

X38(s.u.0.2) = 11(82(s = 122)) 1 (8%u) 1 (8%v) 1 (8% 2.

Let us denote

D= _8uv<(u2 +s+1D)@W2+s+ 1))

and observe that performing repeated integrations by parts with respect to (u, v), for any
smooth function g: R? — R with ||8£8£g||Loo < oo for all j, £ € Ny, it holds for any
k eN,

/ ei(u3/3+(x1 +)u+v3/34+(y +s)v)g(u’ Ny e (Sau)Xl (8“v)dudv
ei(u3/3+(s+1)u+v3/3+(s+1)v)

X i)k (ei(u(x1—1)+v(y1 _1))g(u’ U)Xl (8“”)){1 (8‘1 U))dudv

dud 1
:(9k</ (u2+s+1)z(;)2+s+1)k) =@k(m).

These estimates imply that we can localise integral (4.2) on {s < §~%} and expand the
symbol f with respect to §; using that fo = ¥ (), we obtain for any k € N,

K" (x,y) = RAON A3 3+ +9u+v3 3+ (1 +s)v iz (x =y 1)
€,X0 (zﬂ)n+1 s> |2[2

X x3,6(5,u,v,2)x1(8%s)dudvdzds

dzds
+ O (8/]lsz|2|2m> +OHh™).

Moreover,
X182 (s — |z[*) x1(8%|z]) = 1

if |z|2 < s < C87® and § is small enough, so that the leading term on the right-hand side
of (4.2) factorises as

oo
Ko (x,y) = 19(#)/ x18%$) Ly () Iy ()2 (s) + O (5),
0
1ol
1) = 5 / U3GO (50

I,(s) = 2i / AW BT 5 (5% ) dy,
T

1 sl 1
L(s)= — izt =y g,
)= Gy /MZ ¢ :
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Finally, by (A.2) and Lemma A.20, this implies that for any k € N,

Kergx.3) =90 fowxl(sas)(m(xl 1)+ @k((ﬁ_’l‘)k»

20k

x (i +9) + (Dk(m))

11
% J(n—l)/z(«/glx Yy |)S(n_1)/4ds +0O®©)
Gl — yL)E-D72

uniformly for all (x, y) € K. Using the uniform bounds for v > 0, max,>o U\)(rﬂ =
Cys"/2, || Ai || Loy < 0o and that for any r € R,

o0
[ | Ai(r + s)|s¥ds < oo is of order @, (r~*°) as r — oo, (4.3)
0

(cf. (A.19)), we conclude that

Jn—1)/2(+/5]x+ — yl|)s(n—l)/4ds
(2n|xl _ yJ_|)(n—1)/2

RE. (x.y) = 0() /0 Ai(x1 + ) Ai(ys +5)
+ O(9),

where the error term is uniform for all (xg, 1) € # and (x, y) € K. Up to the factor ¥ (i),
we identify that this kernel is exactly Kcgge(x, y) and as § = O(h'/3), this completes the
proof. ]

Like in Section 3.3, we may use the asymptotics of Proposition 4.1 and the Tauberian
theorem (Proposition 3.4) in order to obtain the edge asymptotics of the rescaled projec-
tion kernel ITy ;. This application of the Tauberian method is more subtle because the
counting function changes regimes precisely at u = V(xp).

Recall that ) = #1[o 4] and let us denote

Nel,)k(x) ="M (Hp)(x,x), AeRy, x eR”.

Pay attention that the edge-scaling is different from that of Section 3.3 and € = O (h?/3).
The derivative of this function (with respect to A) satisfies for A € R,

/ N1 (o — 0)do = / N1, ()l —0)do = Gy a(Hp)(x.x).  (44)

where
S = V) pa(- —A).

We expect that {3 1 (Hp)(x,x) = O (7%°) for A < V(x) and this quantity becomes relevant
when A = V(x). In this case, by adapting the proof of Proposition 4.1, the kernel of
.2 (Hy,) can be controlled appropriately, locally uniformly (at scale €). We obtain the
following bounds.
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Proposition 4.2. Let ¥ € C2°(R",R) be a cutoff and for ¢ > 1, let
Ay €E{x eR", A €[0,M): V(x) > A —ch?3, VV(x) # 0} (4.5)
be any compact set. There exists a constant C > 0 such that for all (x, 1) € Ay,
R DB 5 (Hp)(x.x) < C.

Proof. By Proposition 2.12, it holds for x € R”,

1

Ena (Hp)(x, x) = @y 2T

/ eW@UXO—XEAD g (1 £ 1 1) ()dtdE + O (™),

where a is a classical symbol with principal part ao(x, £,0) = 3 (|§]> + V(x)) att =0, the
error term is independent of A € R and locally uniform. According to Proposition 3.1,
the phase satisfies

Gt x.8) —x-&—At = 1(In]* + g(t,x) + V(x) = 1),

where )
\A%4
g(t,x) = t2—| )| + O(th).
12
Hence, by a change of variable £ < 7, we can rewrite
1 i
na(Ha)(x.3) = oy / eh P+ @RV Db p ¢ B)dedn + O (),
T

where b(x,n,t:h) = 27 p(t)a(x,£,1:8)| % | is again a classical symbol. By assumptions
V(x) = A — ch?/3, so that exactly as in the proof of Proposition 4.1, we can localise this
integral in (¢, 1) at scale #'/3~* for any small @ > 0 up to an error which is @ (4°°). This
means that for any cutoff y € C>°(R, R4 ) which equals 1 on [—1, 1], it holds

Eas (Hy) (. x) = / P+ V@D by p o h)

1
Q2rh)nt!
x x(h*30) g B3 y)dedn + O (1)

uniformly for (x, 1) € A3. Let y(x) = lvvzﬂ. By assumption, this function is bounded
uniformly from above and below on 4y, and by making a change of variables

h_1/3y2/3t <~ 1t and h_1/3)/_1/377 <~
we obtain

RT3, ) (Hp)(x, x)

(n—2)/3 . V. (x)—A)
= yg) yntl /el(t3/3+t|n|2+(,VZ‘(;ﬂ“)f(X,h U:hm)
T

x x(h*y =23 x(h*y 3 n))dedn + O (1),
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where
fonnt?) = dOCH Dy YB3y 2B ) = 9 (V(x)) + O R4

uniformly for x € Az and ¢, |n| < Ch™Y.
If we further let n = row, where (r, ) € Ry x §"7!, this implies that for some
f(n) e N,

RCM D3, (Hp)(x, x)
() 2BY(V(x))

(2m)ntt Sn—1xR
i3 /34172 4 LV OZA)
x | e

X(holyl/:ir)rnfl

Cm23 g Wy~ dtdwdr + O (h370),

where the error term is uniform for (x, A) € 4. Since the cutoft y € C°(R, Ry) is
equal to 1 on a neighbourhood of 0, by Lemma A.20, it holds uniformly for v € R and

(x, 1) € A,
1

o

By (4.3), we conclude that there exists a constant C > 0 such that

/ 1(t3/3+tu)X(hOl _2/3l)dl A](u) + (9(h00)

sup max RCPDBe 5 (Hy)(x,x) < C.
hE(O 1] (x A)GA

This completes the proof. u

Let us now introduce again the counting functions
Nl () =€) 3 (0)|vo ()P,
o<A
N2, (x) i=€" ) 3(0)|ve (x) = v (),

o<l

where € = h2/3|VV (xo)| /3.
Proposition 4.2 has the following consequence for the diagonal counting function.

Corollary 4.3. Let X € R"” and A € {(xo, 1) € R” x (0, M), V(xg) = u, VV(xp) # 0}.
Then

max  max [N ' (o + €x) — N2 % pylu(xo + ex)| = O('3).
(x0,)€A XEXK ’

Proof. We work under general assumptions. Let N be as in Proposition 3.4 and define
for A € Ry, N(1) :=min(N(1), N(u + h'17%)), where o > 0 is a small parameter. Then
(N) * py, < N’ % py, pointwise and for A < u

(N = N) % o) < ™ / )(N(a) N + 1) 1do = OH).
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using that p € § has superpolynomial decay and N has polynomial growth. Hence, if we
assume that maxpq ,4s1-o) N’ * pp < Ch™8, by applying Proposition 3.4 to C"'A# N,
we obtain the uniform bound

max [N — N x pp| < max|N — N # pp| + O(r®) < O(h'7#). (4.6)
A< A<u

By (4.4), 9, (Nhl u* pn) = €" ¢y, (Hy), so that by Proposition 4.2, there exists a con-
stant C such that

max max maxe” ;2 (Hp)(xo +€x) < Ch™ 2/3,
(x0;)EA A<u+h2/3 xeX
Here we used that since V' is smooth on {V < M}, Az = {(x¢ + €x, 1) : (xg, L) € A,
x € K, A < pu+ h%/3} is a compact set of (4.5). Thus, if we apply bound (4.6) to A
Nhl/l(xo + €x) with (&, B) = (3. %), we obtain the claim. n

Recall that N} (x) = "9, (Hz)(x, x) with € = #2/3|VV(xo)|!/3. Using Nota-
tions 3.1, by (3.9), we obtain

/Nel,a(xo +eU*x)pp(n —o)do = ﬁ;é‘(x x) + O(h*),

where the error is controlled locally uniformly for {(xq, 1), V(xo) = u, VV(xo) # 0}
and x € R”. Choosing U € SO, as in Theorem I1.2, we conclude by Proposition 4.1 and
Corollary 4.3 that

|N€1,l/~(x0 te u*x) - ﬂ(M)Kedge(xs x)| = 0(h1/3)

with the same uniformity.

Hence, choosing any cutoff & equal to 1 on [1, u], this implies that the rescaled pro-
jection kernel (1.4) obeys the relevant asymptotics (on the diagonal) in the edge case; for
any compact sets A C {V = u; VV # 0} and X C R”,

sup sup | Ky, e(x, X) — Kegge(x, X)| < Cch'/3,
x0€A xeX
To complete the proof of Theorem II.2, we can just adapt the proof of Proposition 3.6
using the previous estimates to obtain the relevant off-diagonal asymptotics. Note that in
this case, the scalings are such that we cannot argue that any derivative of K, . converges
to that of Kegge.

Proof of Theorem I1.2. Let us choose a cutoff ¢+ € C°(R, [0, 1]) such that & > 1o
andlet K; = KxO = Kiéoe’\], where xo € /A and € = h2/3|VV(x0)| 1/3 This holds for
any A € [0, u] since we assume that the potential I > 0. We consider the counting function
foro > 0,

N2, (x.y) =€" > |ga(xo + ex) — dalxo + ey)[,

A<o
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where (A, ¢,) are normalised eigenpairs of Hj. Like in the proof of Proposition 3.6, the
linear relationships (3.10) hold with A < €, so that if we proceed like in the proof of Corol-
lary 4.3 for NEZ’U (x, ), we conclude that for any compact sets A C {V = u; VV # 0}
and X C R”,

sup sup |Kxe(x,y) — Kegge(x, ¥)| < Cch'/3.

xX0€A x,yeK

This completes the proof. u

5. Mesoscopic fluctuations

The goal of this section is to prove Theorems III.1 and the Gaussian tail bounds of
Theorem 1.2. The arguments consist in controlling the variance of a mesoscopic, or mac-
rocscopic linear statistics.

The first step is to study the model case of the free Laplacian in Section 5.1, which is
helpful to understand the general picture. In this case, we obtain an (optimal) functional
CLT as the intensity of the point process i — 00, see Theorem II1.2 below.

5.1. Central limit theorem for the free Laplacian point process

In this section, we study linear statistics of the determinantal point process X, associated
with the free Laplacian, that is, with the operator

n/2 Jn/2(/fL|x - y|)

Kb,M = ]1(—OO,M2](_A): (x7 y) = u (2]T|x — yl)n/z7

in the regime where ;& — oo, or equivalently as the intensity f‘;Tw)Z of the particle tends to

infinity, cf. (A.2). We obtain the following central limit theorem.

Theorem IIL.2. Suppose that n > 2 and let 02 = 8’;_),‘,. For any g € HY2 N LY(R"),

it holds in distribution as 1 — 00,

Xoo(g) — W'wn/(27)" [ &
O-nM(n—l)/Z

Xoou(8) = = Moy where 22(6) = [ 12(@)Plelas

As in Theorem III.1, the interpretation is that the random process X, converges in
the sense of finite-dimensional distributions as ;. — oo to a (centred) Gaussian field G
on R” with correlation kernel

EG(f)G(g) = / FOT@ el fig € HV2RM.

Note that the process X, is exactly centred and the assumptions of Theorem III1.2
are optimal in the sense that X, is a priori defined on L' (R") and the asymptotic vari-
ance $2(g) is finite if and only if g € H'/2. In dimension n = 1, Ky ,: (x, y) > %
is the sine-kernel from random matrix theory and the counterpart of Theorem III.2 is
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a classical result. In this case, the CLT holds without (re)normalisation; we refer to [59,84]
for different proofs.

The proof of Theorem II1.2 relies on Corollary A.12 and the following lemma which
controls the asymptotics of the variance of X, (g) for general test functions.

Lemma 5.1. Forn > 1 and for every g € HY2(R"), it holds as j. — 00,
1 _
var Xoo(g) = =3 tr(lg, Kou]*) ~ oy " T2(g).
Proof. By definition,
(g Kuyl?) = = [ 1906) = g Ko )Py, 5.1

By Plancherel’s formula, it holds for any z € R”,
~ . *Z
[ 16— g0+ 2Pax = 4 [ g sin (17 )ae.

Note that this identity makes sense for any g € H'/2 and by a change of variable, this
implies that

(g Ko = —4 [ 1200 sin® (7)) Koz, 0)Paca.

We can use Plancherel’s formula in the same way again using that z — Ky, (z, 0) is the
Fourier transform of (27r)_"/ Z]IH <y (see formula (A.1)). This yields

tr([g. Ko,u]?) = flg(f)l 1Lje 1< — Ljeei<p | dEAS.

(2 "

Note that one has for any £ € R”,

1
5/|]l|§|su—]l|c+swsu|2dé°=M"/(ﬂmsl —Liete/u<t,e1<)dE = W' [Bgy \ Bl -

This shows that

varXoo(0) = o [ ROPIBE \ By ld.
Moreover, the function
B! .\ B"
r € [0, 00) > —l 0.1 \ r’1|
’

is clearly continuous and bounded and its value at 0 is
|BRn7] (0, 1)| = Wnp—1-

We conclude using the dominated convergence theorem: if g € H 2 (R™), one has pre-
cisely [ |g(§)|?|€|d& < +oo, and the proof is complete. L]
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Remark 5.2. For the last step of the proof, we use the dominated convergence theorem;
in fact, one can show that the convergence is monotone, using the convexity of Euclidean
balls in R”. It follows that, if g € L2 but g ¢ H'/2, then

var Xeo, . (g) < 00 Vi but u! ™" varXoo 4 (g) — +00  as pu — oo.

Remark 5.3. From the Bessel functions asymptotics (3.12) and the explicit formula for
the kernel K, ;,, one can derive an alternative proof of Lemma 5.1 on the more restrictive
class g € C2(R™).

Observe that, as u|x — y| — oo, by (A.2),

| Koy (x, p)? = !

4 cos? —y|— /4 n—2
cos“(ulx —y| = (n + )z /4) +(9( U )
(2m|x — y[)n+! |x — y[*+2

Then, by formula (5.1),

1
varXoo(g) = 5 [ 1806) = £0) 1K, ) Pbrdy

and these asymptotics (and the Riemann—Lebesgue lemma) allow us to argue that for any
g € C2(R™), it holds as . — oo,

lg(x) — g

— L~ - _dxdy.
Qrlx — yprtt Y

var Xoo(g) ~ "
We recover the classical expression of the Sobolev—Slobodeckij W 1/2:2(R")-semi-
norm via a singular integral kernel, which is equivalent to the Fourier space definition of
the H/2-seminorm (see, for instance, [87, p. 155, Theorem 5]). In fact, together with
Lemma 5.1, this provides a comparison of the constants in the definitions
lg(x) — g

1
2520\
0,2°(g) = @)y Xy dxdy, (5.2)

where 02 (2 ),, as in Theorem II1.2.

Proof of Theorem 111.2. Let us first assume that g € H'/2 N L' N L (R"). We make the
extra assumption that g € L™ and n > 2 in order to apply Corollary A.12. Since X has
constant intensity, EXy(g) = (2 n)n % [ g(x)dx and Lemma 5.1 gives the asymptotics of
var X0 (g) which diverge if g # 0. Hence, by Corollary A.12, forany ¢t € R, as N — oo

IE[etX“”“(g)]:exp(t ( > (g) )) (5.3)

In this case, the random variable X ;(g) does not only converge in distribution, but in

the sense of its Laplace transform, so that all its moments converge. Moreover, we can
easily remove the technical condition g € L°° by using the following inequality for any

t eR:
[Ee™ —EeY | < |1]y/var(X —Y)
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for any two random variables X, Y defined on the same probability space. In particular,
if g € HY2 N LY (R") and y € C2°(R"), then by Lemma 5.1, it holds for any ¢ € R,

lim sup |E[e!Xoen ()] — EleXeon ]| = |£|22(g — y).

H—>00

In addition, E[e!Xee.n (0] — e~ T200/2 g5 ) — oo by (5.3), so that for any small € > 0,
choosing y in such a way that

SHe-0=lx—glmr e
(by density), this implies that for any ¢ € R,

lim sup |E[¢" X ®)] — ¢~ Z /2] = (1 4 1?)e.
L—>00

This establishes that the characteristic function

]E[eitx""'“(g)] N ]E[eitﬂo_):z(g)] — e—t222(g)/2

as u — oo for any fixed r € R and this implies Theorem I11.2. [ ]

5.2. Mesoscopic commutator estimates

The goal of this section is to prove Theorem III.1. The core of the argument is to obtain the
asymptotics for the variance of smooth (mesoscopic) linear statistics of the free fermions
point processes. Recall that for a test function g € C°(R"),

1
var T3, X(g) = =5 (T3, c& T u]?), (54)
where T;O’eg = g(?) and [T, = 1_g24y <, Hence, the proof basically amounts
to proving the following expansion for the Hilbert—Schmidt norm of the commutator,

N7 e8: Maullp = — (T g Tapl®)-

Proposition 5.4. Let (i, V) satisfy (H) and let €: [0, 1] — [0, 1] be a non-increasing
function such that h'=8 < e(h) < P for some B > 0 and let §(h) = e(h—h) There exists
a > 0 such that for any g € C°(R"), ash — 0,

— (T3 & T J*) = 200 (1 = V(o) "~ D28(0) ' 7" 22(g) + O*8(h)' ™),

where o, and £?* are as in Theorem 111.2 and the error term is locally uniform for

(x0. ) € {(x, ) e R*"™1: V(x) <A < M)}

The proof of this result is divided into three steps and it is similar to the analysis
carried out in the previous sections. The first step (Proposition 5.5) is to study the com-
mutator between T;O’eg and a smooth compactly supported function of Hj, using the fact

that such a spectral function is a pseudodifferential operator. The second step is to estimate
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the commutator with a projector over a spectral window of size A (Proposition 5.6). This
allows us, in the last step, to replace the spectral projector IT , by a Fourier integral
operator using Proposition 2.11 and a frequency cutoff at scale #. In this case, however,
recovering the true projector from its mollification does not require to use a Tauberian
theorem but is a direct consequence of Proposition 5.6.

Proposition 5.5. Let (i, V) satisfy (H) and € = §(h)~'h, where §: (0, 1] — (0, 1] satisfies
h < 8(h) < 1. Then, for any y € C>°((—oo, M), R), g € C°(R") and x¢ € R", it holds
ash — 0,

([T c8. X(HWI?) = O(8(h)>7™).

Proof. We can apply Proposition 2.12 with t = 0. In particular, since || Rz ¢||;1 = O (h*°)
and || x(Hz) |0 = O(h™"), we have

177, e8- Ruol’lln < 4lglZec | Raoll; = O(4),
([T, 8 X (HWITY, 8- RaoD| = I[T5, 8- x (Hn 75, 8- Raollln

< 4 f 1700 llx (H) Iy | R0l
= O(h™).

This implies that
(77, g x(HDF) = u((T3, 8. I95T) + O (),
where a € S is a classical symbol and I ¢ denotes the pseudodifferential operator

1¢“

(r.y) / A DD (1 y £ e,

Qrh)n

Then, we have
tr([7, 0€g71¢a] )= S Qn h)Zn /( X0, eg(x) oeg(y))21¢a(x y)1¢0 (v, x)dxdy
(2 h)Zn /( ()eg(x) 0eg(y))zet,((x »)-(E=5)

xa(x,y, & h)a(y,x, ¢ h)dsdgdxdy.

We are in position to apply Proposition A.18, the special case of the stationary phase
lemma, in the variables (y, ) keeping (x, £) fixed. We obtain, for every £ € N,

pap. 1 (i)l 3% ¢ 5
(175, 1$57) = g | (X = st~ 2,00

x a(x,y, &h)a(y, x, 6 h))|y=xc= + Re(x, g))dxdg,

where the error Ry(x,£) = O (hte™*) = 9(8) is compactly supported in {|x — x| < Ce,
|&] < C} for some C > 0 depending on the support of g.
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To conclude the proof, it remains to take £ = 2. Indeed, observe that the terms k = 0
and k = 1 in the sum vanish, and it remains

—1
W[Rz(X,E)dxdg — ("), _

Proposition 5.6. Let (w, V') satisfy (H) and g € CZ°(R”*,R). Let €: (0, 1] — (0, €o] be
a small (h-dependent) parameter. It holds as h — 0,

1T &Lkt el ptn) T c&llyt = O("R' ™)
uniformly for (xo, ) € {(x,A) € R**' : 1 < M, supp(Ty, &) C{V < A}}.

Proof. Let us fix (xg, i) such that V(xo) < u. By functional calculus, we can bound

Lo, efu—tprn) < p(h ™" (Hy — ) x(Hy)

by choosing appropriate cutoff y € C2°(R, R ) with supp y C (V(xo), M) and a smooth
mollifier p such that supp p C [—, 7] (for a small T > 0 so that one can apply Proposi-
tion 2.12).

For any function #: R" — R measurable with compact support, Ty, g0 (H)Ty, &
is a positive trace-class operator. Hence, by Proposition A .4,

U7 c8Lm, ettt Doy &l < [T cgp(h™" (Hy — 1)) x (Hp) T3 (8]
= [T} &°p(h™" (Hy — 1)) x (Hp)].

Since

1 ixt o
p(x) = E/e p(t)de,

by Proposition 2.12, we have

p(h™  (Hy — 1)) x(Hy) (x, ) = %2)_” eR@EXOVEN (¢ x y £ h)p(t)dEds
+ Oy (h),

where the error is uniform for all £ € R and a € S is a classical symbol. This implies
that

1T e&La, elu—tputhl Tay &l

1 i
7 (W(t,x,8)—tu) (= 2 . 00
< Qnh) /eh (Ty,,e8(x))°b(1, x, & h)dsdrdx + O(R™),  (5.5)

where W is as in Proposition 3.1 and

bit,x.&.n) = “(Zv%x,é;h)%
T

has compact support.
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We may assume that the parameter € is sufficiently small so that
o supp(7y; &) C{V < u}forany e < €,

e since supp y C (V(xo), M), (r,t) = b(t, x, rw; k) has compact support in R} x
[—7, ] for any x € supp(Ty; (&), w € S"land % € (0,1].

This is exactly the setting of the proof of Proposition 3.2. Thus, we can make a change
of variables £ = rw, where (r,w) € Ry x S"~! and apply the stationary phase method
to integral (5.5) in the variables (r,1) € R% x [~1, 7] for a fixed (x,w) € R" x Srl
By (3.8), the only critical point is (r,, 0), where r.(x) := \/u — V(x) and the Hessian of
the phase is non-degenerate with det Hess /|,, = 4r2. Then, by Proposition A.15, there
exists a classical symbol s € S° such that

1 i
P / en WEXDTIY (1 x £ h)dEA! = ra(x)" 25 (x; 1) + Ox(5™),
v

where the error is controlled uniformly for all x € supp(Ty: Yo,e8)- By (5.5), this yields the
bound

n/2 1
175 e 8L H, eln—nput+r Try &l < W/( o &) 2s(x: h)dx + O(h™).

Since || 7Y, €g||L2 = O(¢"), and max,e(y <y |s(x; )| < C for a constant (independent
of h), this completes the proof. ]

Let f3,, be as in Notations 3.1 with ¢ = 1 on a neighbourhood of u. If we assume
for now the asymptotics of the quantity [|[7; (&, fa,.(Hz)] B 2 a8 — 0, we can prove
Proposition 5.4 and then Theorem III.1. The remaining parts of the proof are given in the
next section.

Proof of Proposition 5.4. Let us denote G = T _g viewed as a (bounded) self-adjoint

X0,€
multiplication operator. By the Cauchy—Schwarz inequality, we can compare

|tr([G. T3, ]%) — e (G, S (HRP)I
= |o([G, Opp — S u(HD)IG, Wiy + S (H)DI
<G Mpye = frw HOWE + 201G, Ty — frp (HD2 G, S (Hil 2

Hence, Proposition 5.4 follows if we can show there exists a small & > 0 such that
ash — 0,

IG. fru(Hl2 = 20 (1 = V(x0)) "~ V2 @) 18T 22(f) + O ™"A%) (5.6)
and
1[G, Map — fru(HIE = OH>*8'T). (5.7
Asymptotics (5.6) follows by combining Propositions 5.7 and 5.8 below by using that
WG, fou(Hl2 = 2(( £, (H3)G?) — &((fo,u(Hr) G)?)).-

Note that the leading term (of order §"*) cancels in the expansions of both terms exactly.



A. Deleporte, G. Lambert 3986

To prove estimate (5.7), observe that since supp(¥) C [0, M] with ¢ = 1 on a neigh-
bourhood of w,

L—cou] = St = 8h + X-
where
ghp = V(L (—oou] — #u * pu) and x € C°((—o0, M), R).
In particular, by Proposition 5.5, this implies that

G Thp = frpw(HDIZ < 201G, gau (HOZ + 201G, x(HWI
<2|Gg;  (Hi)Gllj + 0. (5.8)

Since » = 1 on [0, M] and p € S, we can bound for any y > 0,
S < Vuopioy pyni— + OH®).
Thus, one has
Ggh . (Hi)G < G(Lyy iy ypmi—»(Hp) + Op (h*))G.
Then, since the operator norm of G is bounded, by the triangle inequality,

1Ge7 ,(H)Glyn <Y Gyt 411 (HRG 1 + O™,
k

where gty is a uniform mesh of the interval [u — A1, u + A'~7] with spacing 2.
Hence, by Proposition 5.6, we conclude that

IGgs  (HW)G [ = O("n' 7" = 0P 781",

Thus, if y > 0 is small enough (compared to f8), by (5.8), this completes the proof of
estimate (5.7) for some o > 0. [

Proof of Theorem 111.1. According to the convention of Theorem III.1, using (5.4) to-
gether with Proposition 5.4, we obtain

var X ¢ (g) = 0;28(h)"71 varTF X(g) = X2(g) + O(HY).

X0,8

In dimension n > 2, we are therefore in a position to apply Corollary A.12. Indeed, up to

normalisation, Xj ¢ (g) corresponds to the linear statistic X(7; g), where

75 egllLee < llgllLoe.
We conclude that as i — 0,
Xn5(8) = =) *Mo.1,

and the convergence holds in the sense of the Laplace transform. ]
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5.3. Mesoscopic commutator estimates with a regularised kernel

The goal of this section is to obtain asymptotics (5.6). Note that we can split

T3, e8 frun(HDp = t(fi, (H)(Ty, c8)?) — e ((fr o (Hi) T, c8))-

We obtain separately the asymptotics of both terms in expansion (5.4) and show that
the leading terms cancel while computing the correction term. Let us introduce the useful
notation

ge:=€ "Tr g fore e (0,1].

X0,€
Proposition 5.7. Recall Notations 3.1 and choose U = 1 on a neighbourhood of . Let
€:[0, 1] — [0, 1] be a non-increasing function such that §(h) = % satisfies §(h) = O (hP)
for some B € (0, 1]. For any g € C2°(R") such that supp(Ty, (&) C{V =< o} for any
€ <€(1), it holds forany0 < a < Bash — 0,

IS ) )2
2(27-[8);1 /ge(x)ﬁ(k) ()L—V(x)) ]lp,z,ldXd)L

4 (Q(ha(sl_n),

tr(fhz,M(Hh)T:(),eg) =

where the error term is locally uniform for (xg, ) € {(x,A) e R*T1: V(x) < A < M}.

Proof. As in formula (3.4), it holds

1 a _i
FinHi) = 525 / Q)% Q) U, + Op (1)) 7 (11 242)

x p(t1)p(t2)dA1dA2dtdts,

where this estimate is uniform for A1, A, € supp(x) and ¢, t, € [—, 7, T]. Making a change
of variables

t —t A+ A
t =1t + 2, s=122, A= 2 o=A— A,
we obtain that
1 i i
SR DT 8) = 5 [ 449t 6.6

x Ty (t, A)dtdxdedA + O(h™),

where, correspondingly, we let

Tt A) = ﬁ(% + s)ﬁ(% —s)e(h+ D)= D) iz A = (5. R0).

Let us make a change of variable ¢ <— 7 as in Proposition 3.1 and decompose 7 in
polar coordinates: 7 = rw, where (r, ) € Ry x S"~!. We obtain
i(r(r2 —)—

(SR (HATZ c8) = [kt by (b, x. i)

x Ty (¢, A)dtdxdrdwdA + O (R™),

2mh2 (27 é)"
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where b € S is a classical symbol given by
b(t,x,r,w;h) = a(x,x,E(t, x,rw), t; h)|Jac[§ < ro](t, x,r,w)|.

We now apply the stationary phase method as in the proof of Proposition 3.2 in the
variable (r,t) € [c, 00) x [-21, 2] for a fixed (x,w, A) € supp(ge) x S"~! x R3. The
equations for the critical point(s) are given by (3.8) (upon replacing x¢ by x). In particular,
we can assume that supp(ge) C {V < po} for any € < (1) and introduce a cutoff 6 €
C*°(R, [0, 1]) such that 6(A) = 0 for A < o and §(A) = 1 for A € supp(?}). Then, for
A € supp(0), the (unique) critical point is given by (r,1) = (r«(x, ), 0), where

re(x,A) 1= VA = V(x). (5.9)

By Proposition A.15, we obtain
ﬁ / en PHEEOTVE-Dp x r i )T, (1, A)didr
g
=0N)d(x, A, w; )T, (0, A) + O(R™), (5.10)

where d € S is again a classical symbol whose principal part is given by

1
do(x, A, w) = bo(0, x,re(x, 1), w) = an(x,x,r*(x,)L)w,O)r*(x,k)"_z.

2r.(x, A)

Here we used that according to (3.3),

£0,x,7) =n and Jac[f < n](0,x,7n) = 1.

Given the explicit formula for ag, dy is independent of w and by (5.9), it is given by
1 2\2 n—2 1 n—2
do(x,A) = Eﬁ(V(x) + re(x, 1)) e (x, A) = Eﬁ(k)r*(x,)t) . (5.11)

Moreover, the error in (5.10) is uniform for all x € supp(ge), @ € S~ ! and locally
uniform for A € R3. Hence, we conclude that

tr(fhz,M(Hh)T;O,eg) = fe_is"/hge(x)d(x,l,a);h)FM(O,A)O(/\)dxda)dA

h(27 )"
+ OH™).

Next, let us observe that because of the cutoff 6 (§(A) = 0 for A < po with pg > 0
and » = 1 on [0, M])

Tu(0, A)O) = 5(5)*Ljo/21<u-20(A).
This allows us to compute explicitly the integral with respect to o. We obtain

1 sin(2(u — A)s/h)
hAQmé)" / s/2h
P(5)20(M)1 55 dsdxdwdd + O (™).

w(fi, (Hi) Ty c8) = ge(x)d(x, A, w;h)
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We can now compute the integral with respect to (4, s) using Proposition A.19. Since
A d(x, A, 0;B)0(A)L >, is LS (uniformly for @ € S"~1 and x € supp(ge)) and

0% € CX(R) with p(0) = «/;27 this implies that for any y € (0, 1],

tr(th’M(Hh)T;O’eg) = /ge(x)d(x, A, @;1)0(A)1 s dxdwdA + Oy (8'77).

1
(27 d)"
Here we also used that || ge||1(rn) < o0 is independent of € > 0. Since § < P, the error
term is of order A% for any 0 < « < 8 and we can also replace the symbol d by its principal
part (5.11) up to a negligible error. Since 8(A) = 1 for A € supp(¢}) and dj is independent
of w € S"1, this completes the proof. ]

Proposition 5.8. Let €: [0, 1] — [0, 1] be a non-increasing function such that h'=# <
e(h) < hP for some B > 0 and let 5(h) = % There exists a > 0 such that for any
g € CZ(R?),

5"
22n8)"
— o (ST (= V(xo) VP2 (f) + 0610,

(S (H) T, (8)7) = g2V — V(x)"D/21, , dxdA

where o0, and X?(f) are as in Theorem 111.2 and the error term is locally uniform for
(x0. 1) € {(x, ) e R*"™ 1 : V(x) <A < M}

Recall the notations from (2.5):

Ipf(x.y) = f VYDt x, y EN)E, Yt x,y.E) = (6, x,E) — y £,

Qmh)n
The proof requires the following basic estimates on the decay of this kernel.

Lemma 5.9. Suppose that € > h'=P for p € (0,1]. Suppose that the symbol (t,x, y,£)
a(t,x,y,&h) issupportedon {t € [—1,7],x,y € B(')’,E,S € K :|t| = Ce}, where X € R" \
{0} and C is a large enough constant. Then, I;f’ta (x,y) = OH®) for (t,x,y) € supp(a).

Proof. By (3.2), we have

ey (t,x,y,6) = (x —y) + 2t + O(1?).

Hence, since |§| > ¢, |t| > Ce and |x — y| < 2¢ on supp(a), one has |0y (¢, x,y,§)| > €
and for any multi-index « with || > 1, |8§‘1//(t, x,¥,8)| < Cye. In particular, for a multi-
index « with || = 1, the differential operator

é@g:u!—)é)‘g(agw)

satisfies for u € C°(R") and every k € N,

C
k k
[£Leullco < 6—k||”||ck-
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By repeated integration by parts, we obtain for every k € N,
/e%‘“”x’y’f)a(r, x, y, £ h)dE = (ih)* / e%‘“”"’y’é’x’ga(z, x,y, & h)dE.

Since a € S is supported in X, the right-hand side is of order O ((%/€)¥). Because we
assume that € > A1 for B > 0, this proves that

I (x.y) = O(H™). .

Proof of Proposition 5.8. The argument splits into several parts: a reduction step, a first
application of the stationary phase, a rescaling, and then the actual computation of the
leading and subleading terms.

5.3.1. Reduction steps. We can assume that € < €(1) is small enough so that supp(g¢) C
By . forall e € (0,€(1)] and V(x) < po forall x € By ..

Using representation (3.4) and proceeding as in the proof of Proposition 5.5 for ¢ €
[—7, 7], we obtain

2n
tr((f;,M(H;,)ge) ) = i /tl‘(gel;z’t‘fge th‘j) —it Ay [h—ita Ao [y, (M)%M()tz)

X ﬁ(l‘])ﬁ(fz)dl‘]dl‘zd/xldk2 + O(hoo),

where I ¢ aT denotes the adjoint of / ;f ’ta and a € S is a classical symbol whose principal
part satlsﬁes

ao(t.x.7.8) = 3 (V(*2L + [§P)) + Oxpe ). x.ye Bl &R

Note that we used that the operator f3 ,(Hp) is self-adjoint, though I;f ’ta is not. Hence,
the only relevant contribution to the trace in question is given by the oscillatory integral

1 L(x,y,A1,A
N # POYA1LA2) A(x y. Ay, Ao)dxdydA (dAo,
3, = GRS /e (x, ¥, A1, Ap)dxdydA1dA,

where
Ay = (t1,x1, A1), Az =(t2,x2,A2)

and

S,y A, A) =¥t x, &) —y-§1—t1- A — Y (t2, x,6) +y-& + 12 s,
A(X, yvAlaAZ) = gG(x)gé(y)a(ll’xv y,§1§h)a(12, y,xfz;h)
X 1y (A1) (A2)p(t1)p(t2).

Observe that there is a constant ¢ such that the amplitude A is supported in

{te[-t,7],x,y € By ... £ € K}

0,ce’
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fora K € R" \ {0} (since ¥ (V(x)) = 0 for all x in a neighbourhood of supp(g¢)). Hence,
by Lemma 5.9, we may add a cutoff y(75=% t1+t2 2), where y € C2°(R, [0, 1]) is an even func-
tion which equals to 1 on a nelghbourhood of 0 and k¥ > 0 is a small parameter, inside the
integral Jj, up to an error which is @ (%°°). Indeed, if | 5= hin +t2 | > C, then either |t1| > Ce or
|t2] > Ce, and in either case Lemma 5.9 applies. The ch01ce of cutoff y(JH=% ’1+t2 2 ) is tuned
for the sequel of the argument. In summary, we have

1

ST k2 (27 8)2n

[ehiq)(x’y’A"AZ)B(x,y,Al,Az)dxdydAldAz +OH™), (5.12)
where
B(x,y, A1, Az) = ge(¥)ge(altr, x, y, &i: Watz, y, x, &3 h)
x FM<A1 ;AZ,AI —12)66(11 ertz,zl —zz),
M o) = x(A + ) (r- )ma/m »
Oclt, ) = p1 + %)ﬁ(z . E)X(ze”—l).

In preparation for the stationary phase, we introduce the new variables

o+t A+ A
gl_i_éz =8 —§&, IZ%, s =1 — 17, /\:%7 o=A1— Az,

where (r,w) € R4 x S"7!, and we let

w(t,s,rx,w,A) =¢<t+%,x,rw+%)—gb(t—%,x,rw—%)—ﬂt_

By making this change of variables in (5.12), one has

1

T hQns)n

/e‘%@'y“")ge(x)ge(y)ﬁh(A)I"M(A,U)d/\dcf + OH™®), (5.13)
where

1 i
Lr(A) = ﬁ/ei\p(””\)d(s, r A R)O(t, s)dsdr, A= (1,0,x,y,w, 1)

and we set

. _ .n—1 i g ( _f _E.
d(s,r,A\;h) =r a(t~|—2,x,y,rw+2,h)at 2,y,x,ra) Z,h).

Remark 5.10. We can also write integral (5.13) as

1

S 2 (2 8)2n

/e%(\Il(t,s,r,f,x,w,/l)—m)ge OMy(t,s,1,¢,x, w)

x Ty (A, 0)0¢(t, s)dtdsdrd¢dxdwdAdo + O (A°),
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where

Wy (t,s, 7,0 x,0) := /eiit’y/hgs(y)d(s,r,A;h)dy.

The point is that since d € S° and g € C*, by making repeated integration by parts, we
obtain if || > z for some z > 0, then for every k € Ny,

My(t,s,r,¢x,w) = Ok(z_khke_”_k)

uniformly for (7,s) € [-27,27], x € By . and rw € K. Recall that § = 71/€ and we assume
that § < ## where B > 0. Hence, we conclude that Iy = O (A™) if |¢| > §'~* for any
k > 0. This argument allows us to include at will a cutoff y(|¢|8%~!) inside integral (5.13),
where again y € C°(R, [0, 1]) is even and equal to 1 on a neighbourhood of 0. Hence,

t((fr,u(Hp). 86)%) = 35 + O(h™),
where

o/ 1

3 = W/e_%@'y“")ge(x)ge(y)ﬁh(A)FM(k,a))((|§'|5"_1)dAda. (5.14)

5.3.2. Stationary phase. We now apply the stationary phase method to the oscillatory
integral £ with respect to the variables (r, s), keeping A = (¢, ¢, x, y, w, A) fixed. The
equations for the critical point(s) are

0=0,Y(s,r,A) =w - (8;(1&(1 + = X ,x,rw + z) —8§¢( X, rw—%)),

0=0;W(s,r,A) = (t¢(t+ xrw+§)+3,¢( Sx,ra)—%))—)&.

By (3.2), using that
2 2
(l—i—%)‘rw—k%) —(l—%)‘rw—g ( —I—&)s—i-Zrt{ )
and considering even/odd terms in £, the phase is the following expansion for small times:
g
4

(s, A)=x-¢+ s(V(x) 124 _x) F2r1t -+ 5O(C) + - O(c?), (5.15)

where ¢ = max{|t|, |s|} < 2t. Similarly, by expanding the previous equations for small
(t,s), we obtain

0=203,W(s,r,A) =2rs +2w- (L +s0() + LO(c?)),

0=0,W(s,r,A)=V(x)+r>+ 22— —/1+(9()

Since r > ¢ > v and we may assume that |{| < ¢ for any constant ¢ (cf. Remark 5.10),
these equations have the following consequences:
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e If the parameter A < y¢, then the second equation has no solution r > c¢. In this case,
there is no critical point and by Proposition A.16, we conclude that I;; = O (h°°). We
can therefore include a cutoff 6(A) in the integrand of (5.29), where 6 € C*°(R, [0, 1])
satisfies (1) = 0 for A < pg and 6(1) = 1 for A € supp(?}).

e For A > g, (5.16) has a unique solution; r. > 0 and s, have the following expansion:

_ kP
re(A) = \[A = V(@) - 2+ 0(), 517

se(A) = —r7tE - w(l + (9(§))~

In particular, the critical point at = 0 is explicit,

(o0 500) = (/2 Vi - EL o),

as well as the corresponding Hessian matrix. Indeed, using the first equation in (5.16), we
compute

OrrW(t, e, 7, 8, X, 0, 1) |t=0 = [sc + O(s)]r=0 = 0,

asrqj(t’ Sy Fe, Cv X,w, )’)|l‘=0 = [zrc + (9(5’)][:0 = 2rc,0 > 0.

This shows that the Hessian is non-degenerate at = 0 and its determinant is given
by 2?’0 = 4r§0. This property is preserved in a small neighbourhood of t = 0 (which
clearly contains supp(®c)), so that we can apply Proposition A.15 to the integral £, and
we obtain

Lr(A) = e+ *De(A; O (1, 50),
¢(A) = \IJ([’ SC9 er Za xv CL), A’)s
where e € S° is again a classical symbol with principal part at time ¢t = 0 along the

diagonal (x = y),
eo(Ao) = Ec_,(z) do(0,7c,0, Ao)

= o (Vo +

where Ag = (O, L, x,x,m, ).

Let us observe that s, = ¢ - O(¢) and therefore the control parameter ¢ = ¢ in the
regime that we consider. By (5.15) and (5.17), this implies that the new phase has the
following expansion for small ¢,

DOA) =x-C 421t -0+ 5.0(t) +¢-0(t?)
=x-L+2/A=V(@)tl - (0 + O(t) + O(¢)?)).
Going back to formula (5.14), we conclude that

1
o/ __
*h T h@ns)n

Feo® + 2‘2>z9<V(x) + |reow — %‘2) (5.18)

(5.19)

/ HETH M ¢ (e (y)e(A:h)OL (1. )
x T (1, 0)0() 2 (118 )dAdo + OH™).  (5.20)
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5.3.3. (Re)scaling. Let us first observe that because of the cutoff 0 < 1|, o) With f1o >
and » = 1 on [0, M], we have

Cu(A,0)0(A) = Lig/21<u—20 ().

This allows us to compute the integral with respect to o in (5.20), since o does not appear
in A,

1 . i —t/h
ﬁ/e_'m/hru(/\,o)dae(k) - nuzle(x)sm(z(“t—)’/).

This implies that

2
(27 8)2n

T N R

x O x(1¢185 )15 dA + O(B™). (5.21)

3] =

We can now make the following change of variables in integral (5.21):
Yy < Xo+e€y, x<xotex, (<et, §< 4

where we recall that § = % In particular, by expansion (5.19), the phase satisfies for
[t| <e®and || <357,

D(et, 8L, x0 + €x,x9 + €y, w,A) — 8¢ - (xo + €y)
h
=(x—y)- &+ 2r(x0, M)IE - (@ + OB%72%)) + tO(e57%),

where r, is given by (5.9).
Moreover, by (5.18) Taylor expansions (in a neighbourhood of t = 0, { = 0 and the
diagonal x = y), one obtains

eo(t, 8¢, x0 + €x,x0 + €y, w, 1)
1
= 370268 xe. P (Vo) +
+ OA(t]) + Oalelx —y))

Feo® + 5% z)ﬁ(v(m Tt |Fe0® — 5%)2)

= Sre e IV () (e V) 4 OAG) + O]
+ Oa(elx — y)),
where the linear terms in ¢ exactly cancel and we use the shorthand notation
Xe = Xo + €Xx.

Finally, since p is even with p(0) = \/%7, it holds by (5.17),

Oc(et, s.) = %(1 + Ot%€?)) x(te").
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We also emphasise that these expansions are all uniform for all x, y € supp(g),
w € S"71, X € supp(f) and (x¢, i) € A. Altogether, this implies that as & — 0,

e—%(¢(€t,8§,xo+ex,xo+ey,w,/\)—8§~(xo+ey))@6(61’Sc)e(et’gé-, Xo + €x,x0 + €y, w, A h)

1 .
= _el(x—y+2r*(x0,k)ta))-§ (F(xe’ /\) + T1;€,8 (A) + lTZ;e,S (A)

4
+ (x =y + 2r.(x0, D1w) - Tae 5(A)) x (1),
where the main term is given by

F(x M) = r*(x,A)"—zﬂ(V(#) + r*(x,x)Z)2 = 1 (. A)T2H (M)

according to (5.9), and the error terms are smooth functions such that

TI;E,S(I’CMX’ ya C(), Av) = (9A(82_2K) + OA(h),
TZ;G,&(taé‘vx’ y; CU,A,) = OA(GI_K),
T3;€,8(I’§9xa y7w,l) = (91\(6).

In particular, these errors (as well as their derivatives) are controlled uniformly for A €
supp(9), w € S™7, x, y € supp(g), (xo, ) € o, |t| < e and |¢| < §7 .
According to (5.21), this allows us to rewrite the main contribution to 3,/1 as

1/2 .
! / T /el(x—y+2r*(xo,)l)tw){g(x)g(y)

T (@n)2sy
X [F(xe, A) + Tl;e,S(A) + ZTZ;E,S(A) + (x =y + 2re(xp, Mtw) - T8 (A)]

y sin(2(u — A)t/98)

; x @) x([218)0(A)1 2 dA. (5.22)

By Proposition A.19, we argue that the error term Yy, s does not contribute signific-
antly to the integral 3;'. Indeed, the function

(A1) = Trie s (M) x(t€)0(R)
is smooth with respect to ¢, uniformly bounded with respect to A with

(A, 1) > Tises (M) x(t€)0(A) [ Looc2
A1) = 019, (Y1 s (M) (1€)) I Loop1 < CTH (7 + 1),

uniformly for @ € S"™1, x, y € supp(g), (xo, i) € #4 and |¢| < §77. Since one has
hl=B < ¢, 8 <P and

[ X(2185)dz = O,

by choosing k small enough (depending only on the dimension # and on 0 < o < f8), this
shows that the contribution of Y. s in (5.22) is O (§'~"A%).
Similarly,
IR, 1) > ) Tase 6 (M) (1€°) | Loo g1 < Ce' ™,
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so that by Proposition A.17, the contribution of 5. s in (5.22) is O (e!72kg—ntl-niy
which is O (87" +1A%) for small o > 0.

Finally, note that we have tuned the pre-factor of Y3.¢ s so that we can perform integ-
ration by parts with respect to {. Hence, the contribution of Y3 s in (5.22) is given by

sin(2(u — A)t/98)
t

§/2m i(x—y+2R(x0.\)1w) ¢ :
W /el o TOAIETE 2 (x)g(¥) dive T3ie 6(A)
x () x(1518)0(A)1 > 2dA.
Because of the change of variable ¢ < §¢ that we performed,
[dive Taie 5 (A)] = O(e8)

and

(X, 1) > dive Ta:e 5(A) x(1€)0(A) | oo c2
+ | 1) > 001719, (dive Yaie s (A) (1)l oo < C8' 7%

By Proposition A.19, we conclude that the contribution of T3¢ s in (5.22) is also of order
O (87" 1h%) for small @ > 0 with the required uniformity.
In summary, as & — 0,

/27

5 /ei(x_y+2r*(x0,x)tw).§g(y)g(x)h(xg, Ve, A)

- sin(2( = 1)1/5)
((2m)23)"

t
x x(te) x(IZ18)0 (M) u=2dA + O(8*"H%). (5.23)

5.3.4. Leading term. Let us denote

g(x)0(4)
@2m)"

_ 8()od)

-~ @

F(é‘v x,)\,;e) = e_iy{h(xev yevk)g(y)dy

o (e )2 [ B(¢ + €6y ()t

where n

Vel Y > ﬁ(V(xTy) + r*(xo,/l)2>
Since g € C°(R") and vy € C°(R") for all x € B . and A € supp(f)), we have F €
SO(R"™ x R™*1) with compact support with respect to (A, x) and

2

Fie (8. x, ) = Or(I8]7%)

as { — oo for every k € Ny. In particular, the leading term on the right-hand side of (5.23)
satisfies

1S /4 1/27'[ / i(x+2r« (x0,A)tw)-¢ Sln(2(Iu — )k)t/&) c

= — * s F .

h (2r8)" ¢ (& x, 4, E)—t x(t€")
x x(|1216“)1 > d¢drdxdAdw + O (h™).
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Note that we used the decay of F' to remove the cutoff y(|¢|6%) up to another @ (%)
error. We can now compute the integral with respect to ¢ by Fourier’s inversion formula,
and we obtain for any |f| < € and x € supp(g),

/ A +2rs (x0,0)10)-L F(¢, x,A;€)de

= g(x)0(A)h(xe, (x + 2re(xg, A)tw)e, A)g(x + 2r.(x9, A)tw)
= g(x)g(x+2r.(x0. M)tw)ry(xe, )" 20 (V(xe+ €tra(xo, @)+ 14 (xe, 1)*)?0(1)
= g(X)g(x + re(x0, V1w)re(xe, 1)" P () + Ox 5,0 (€)0(N),

where we used that V(x,) + rx(xe, )% = A and that (1) = 1 for A € supp(?}) to rewrite
the leading term. Using again Proposition A.17, integrating the error term Oy 3 ,,(€7)0(1)
over (A, 1), it contributes as Oy (e§177"%) = 9(§4%) to the previous integral, upon

(5244

choosing the parameters y, « > 0 small enough. Hence, from (5.23), one has 3;" = N +
O(8'"""h*), where

127
- ré)n

/ SO+ 214 (v, D) (xe, 2> SREUZ DD

x ()9 (AM)1,5,drdxdAdw. (5.24)

h

To finish the proof, we split integral (5.24) in two parts, Nty = Rz + Im(S3), where

_1/2n
T @ad)yn

n f g()?ru(xe, A)”‘ZM x(t€)9 (W) 1 4= drdxdAde

and

) 1/27 /g(x)g(x + 21, (x0, A)tw) — g(x) 2=t/

= * e»A n-2
Qrd) ‘ ru(xe. 4)
x x(te ) (1)*1 5, dtdxdAdw. (5.25)

Note that the integrand in #3 is independent of w.
According to Proposition A.19, it holds for any 0 < y < «,

Y2 sin(2(p — A)t/(8€%))
t

|71 /27
Q2né)"

_ |Sn—1|

©20278)n

R = / ge(x)?ra(x, A ()9 (A1 ,5dedxdA

2e(0)2r (x, V)" 29 (W) 1 1< dxdA + O (<1517,

Since 1! ™8 < €, § < AP, by choosing y small enough (depending only on 0 < @ < f8
and «), the error term is also @ (7%). By (5.23) and (5.24), this shows that
_ |Sn—1|
C20278)n

5 2e(X)?ra(x, )" 28 (M) 1 a<,dxdA + O "H%). (5.26)

This coincides with the asymptotics in Proposition 5.7. Hence, to finish the proof, it re-
mains to compute the leading asymptotics of Im(&y,).
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5.3.5. Subleading term. First of all, by Proposition A.19, when computing Im(&) from
(5.25), we may replace 74 (xc, A) by 7+ (xo, A), up to an error of size @(§" 177l 7€) =
O (87" t1A%). It remains to compute the imaginary part of

, 1)2m g(x + 2ru(xo, M1®) — €(X) 2icu—ay/s
= (%) e
Q)" 1
x x(te)(1)*1 5 dtdxdAdw.

re(x0, 1)" 7

Let us observe that using the invariance by rotation with respect to @ € S"~1 of
r«(xg, A), one has

1
/g(x)a) 0, g (X)7y (g, A)" ! ;X(te")ﬂ(/\)zllﬂzldtdxdlda) = 0.

In particular, letting

g(x +28) — g(x) —2& - 0xg(x)
€12 ’

one obtain that (¢, 1) > G(x, r«(xo, A)tw) is smooth with uniform controls in w, and

G: (x,8) —

1 :
§"e), = FPrSYEs] / g(X)G(x, T4 (x0, Mt w)rs (x0, A)" 1B W18

x x(te ) (A)*1 > dtdxdAdw.
We rewrite this as

718} = sy [SIGGr .G, A0 . 20420

x x(te ) (A)*1 > dtdxdAdw.
We can then perform an integration by parts with respect to A to obtain

_ i ()
8n 1@/ — 1
b2yt
im
(27{)""’2

2(X)G(x, re(x0, w)tw)ry(xo, w)" x(te*)dtdxdw

f g(x)eH W59, (G (x, ra (x0, MEw)) (1) 14 (0, 1)"]
A<u
x y(te“)dtdxdAdw. (5.27)

The function A — 33 (G(x, 7« (X0, A)t, @) (A)?r,(xg, A)"?) is uniformly bounded with
a fixed compact support and ¢ — y(t€*) is a smooth function with

X (e as < Csllx(€)llz2 < Coe™?

for any s > 0 so that, by Proposition A.17, the second term on the right-hand side of (5.27)
is @ (h*) for some o > 0. Hence, with r, = r,(xg, i), we obtain
irf o (p)

e, = 20y 2(X)G(x, retw) y(te)dtdxdw + O (h*)

n 1 K
= [emeen MU dgax 4 o),
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where we made a change of variable 7. (xg, t)tw < &. An extra factor 2 comes from the
fact that this map is two-to-one (¢ € R). By symmetry, we can rewrite

i x(l€</ro) ;
8 1@;,=W g(x—S)G(x—Ef)defdx*'@(h )
i (D) ((g(x—é)—g(x +E)>2
- 22m)nH! &1
+ e Ces =8 —dag v+ 00?)
<M gsax + 06,

In particular, the second term vanishes since it is an exact derivative with respect to x of
an integrable function of (x, &) (here we use that y and g have compact support). Hence,
using the Holder bound

[x(te*) — 1] < ¢ te?™
for any y € (0, 1) and that
e’ =0mh%)
if @ > 0 is small enough, we obtain

—irl 0w [ (g(x —§/2) —g(x +§/2)°

5@y =
h Q)+l HaE

dEdx + O(h%).

By formulas (5.26) and (5.2), we conclude that

n|S"1 ~ i .
St = 2(|2n5)"| ge(X)?re(x, V)" 29 (M) dxdA — o ()8 T2 (f)
+ O "hY).
Since tr(( f4,. (H)ge)?) = 3 + O (h™), this completes the proof. n

5.4. Macroscopic commutators

In this section, we turn to the proof of Theorem 1.2. Let g € C°({V < u}, R) be any
smooth function compactly supported in the bulk of the droplet. Given the bounds for
the Laplace functional of a determinantal point process from Proposition A.11, the main
ingredient of the proof is a (sharp) bound for the variance

1
varX(g) = — tr(g. Myl
Using estimate (5.7) with M = g and the next proposition, we obtain

varX(g) = O(h" D). (5.28)
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Proposition 5.11. Let (., V) satisfy (H) and let f3 ,, be as in Notations 3.1 with o < L.
Then, for any g € C({V < wo}),

([ fo(Hr), 81°) = O,

Proof. Using representation (3.4) and proceeding as in the proof of Proposition 5.5 for
t € [—1, 7], by bilinearity, we obtain

tr(lg. fou(H)?) =

/ w(lg, 191, I ale A/ R Ay, (z)
X ,Z)\(l‘l)ﬁ(lz)dl‘ldl‘zd)tldkz + O(hoo),

2w h?2

where we recall that x;, = x1(_co ], and @ € S is a classical symbol.
Hence, the only relevant contribution to this trace is given by the oscillatory integral

4 i
= G [ O R (1) (g (5) = (b0 .. 3. 61, i)

X J{M(/‘{1)}('u,(Az)dlldlzdl]dkzdgldSZdXdy,

Ji

where b € S? is given by

b(tr,t2,x,y, €1, 65 h) :=a(ty, x, y, Ers h)a(ta, y, x, £2; ) p(t1) p(12).

In particular, b has compact support on R***2 and, provided 7 is small enough, we can
assume that for a fixed § > 0, for all t € [—7, 7], x € supp(g), y € R” and & € (0, 1], the
function § > a(t, x, y, E; k) p(¢) is supported on {|&| > &} (cf. Proposition 2.11).

5.4.1. Stationary phase method. The phase in J3 is given by

Vit 12, %, 9,861,862, A1, A2) := (11, x,61) — y - (51 — &2) — (12, x1,62) — 11A1 + 1245,
To apply the stationary phase method, we make the change of variables

h+1 §1+ &
S:tl_l27l= 2 ’§:€1_$2s rwo = —,

A+ Az

2 9
where r € Ry, w € S, t,5 € [-21,21], 0,¢ € R and ¢ € R”. The Jacobian of this
map is 7"~ ! and, introducing

S =A1—Az, 0=

c(t,s,x,y,¢,r,w;h) = b(t + %,t - %,x,y,rw + E ro — —;h)r"_l,

S S
Tuts:0) = (0 + 5 (0= 5).
Wy (t,8,x,9,¢,r,0,6,0) =V (t1, 12, X, ¥, E1. 62, A1, A2),

we obtain

47

Jp=
h (2rh)2n+2

[ehentssrasorgye - gonet.s.x.y.brwih)

x I'y (s, 0)drdtdsd{dydxdodsdw. (5.29)
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We now apply the stationary phase method to this integral in the variables (y, r, s, {)
while keeping (¢, x, 0, ¢, w) fixed. The equations for the critical point(s) are given by

0=0,¥(t,5.x,y,{,r,0,65,0) = =, (5.30)

0=0,W(t,5,x,9,,10,6,0) = w- (0gp(t1,x,&1) — 0 (12, x,§2)), (5.31)
1

0=0;Vs(t,s,x,y,(,r,0,¢,0) = 5(8,¢(t1,x, £1) + 0:p(t2, x,&)) — 0o,  (5.32)

0=10:¥2(t,x,y,0,r,0,6,0) = 0ep(t1, x,61) + 0ep(t2, x,82) — y, (5.33)

where we recall that
¢ 4 K s
= -, = -, =1 -, t =f—-.
§1=ro+ 5 & =ro+ 3 1 + 7 2 5

From these equations, we can now argue that there is at most one critical point within
the support of c.

e Formula (5.30) implies that { = 0 (equivalently &, = & = rw).
e Recall that according to (3.2), dgp(, x, &) = x + 1€ + O(¢%). Then, (5.31) and the
condition { = 0 imply that
0=0w-0ep(t1.x.70) = 0ep(12, x,rw)) = s(r + O(1)).

Since £ — a(t, x, y,&; k) is supported on {|§| > &}, one has r > § at least when ¢ = 0,
so that this equation is satisfied only if s = 0, provided t is small enough (equivalently
=1, =t).

e Using the conditions { = ¢t = 0, equations (5.32) and (3.2) then yield

o=0¢t x,rw) =V(Xx)+ 1>+ 0(@).

Like in the proof of Proposition 3.2, we need to distinguish two cases:

- If 0 < V(x) + c1, for some constant ¢; = ¢1(6, 7), then this equation has no
solutions satisfying r > §. In this case, there is no critical point within the support
of ¢ and by Proposition A.16, we conclude that J; = O (A°°). We can therefore
include a cutoff (o — V(x)) in the integrand of (5.29), where 6 € C*°(R, [0, 1])
satisfies 1, 00) < 0 < 1[¢, 00y for a small enough ¢ > ¢ > 7 such that V(x) +
¢y < W for all x in the support of g.

— Foro > V(x) + ¢y, this equation has a unique (positive) solution which determ-
ines the critical value of r as a function of the other parameters,

re(t,x,0,w) = /o —V(x)+ O(t). (5.34)

e Finally, using the conditions (s, ¢, ) = (0, 0, r.), condition (5.33) determines the
critical value of y as a function of the other parameters,

Vit x,0,0) = 0gp(t, x, rvw) = x + O(2),

where we used again expansions (3.2) and (5.34).
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This shows that the (unique) critical point is given by (y, r, s, () = (¥, '+, 0, 0), and
using (5.30)—(5.33), we verify that the Hessian of W, in these variables evaluated at the
critical point is given by the matrix

- o O O
e 00 O O
(=l elY e
(==

This matrix is non-degenerate, and by expanding over the second and third columns, we
obtain
detH = |0,05W,|%(£,5, X, y+,0, 74,0, ¢, 0)
=|w- 85|8x¢|2(l, x, ) |? = 40 — V(x)* + O(t?),

where we used expansion (3.2) to simplify the quantity for small 7. Let us also observe
that at the critical point, one has

‘IJZ(I, X, y*,O, r*,a),g, ()') = —[g

Hence, applying Proposition A.15 to integral (5.29) while keeping the variables (¢, x,
o, ¢, w) fixed, since g € CX°(R"), we obtain the expansion as i — 0, for any k € N,

4

= Gy / e71/he (1, x, 0, 0: 1), (c, 0)dtdxdwdods + O(h™®),  (5.35)

Ji
where the (classical) symbol e is smooth and satisfies

E(l, X,w,0; O) = g(x)(g(y*) - g()C))|//)\(l‘)|26l(l‘, Xy Voes I'e @3 O)a(ts Yy X, e @ O)
rnfl
x —2——0(c — V(x)).
+/detH ( )
In particular, the function (¢, x, ®,0,¢) = e(t,x,w,0;7)', (s, 0) in (5.35) is compactly
supported, L with respect to ¢ and C* with respect to ¢. Hence, by Proposition A.17,
subprincipal terms contribute as @ (A~ *1), so that

47T —i h g g
Jp = W/e i/ e(t’x’waa;o)}((a + 5)%(0 - E)ﬂlg/ZIEM—Udthdwdadg
+ O(h_n+l).

Since y. = x + O(¢) and g is smooth, the principal symbol of e = O(t), that is, there
exists F' € C2° such that

e(t,x,w,0;0) =tF(t,x,w,0).

Integrating by parts with respect to ¢, since x = 1 on [0, M], we obtain

_ 4
T Q@uh)n
4
+ Grny

2 —
Jy /sin(Q)F(t,x,a),o)]lgﬁudtdodxda)

/e%(“f")F(t,x,w,a)F,;(g, o)dtdodxdwd? + O (™" T1),
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where d
I, (s,0) ~ E[%(U + %)x(o - %)]]lkms”_g.

The function F[/L € L*® and F € C2°, so by applying Proposition A.17 to both these
integrals, we conclude that J;, = @(A~"*1). This completes the proof. |

Remark 5.12. With extra work, it is possible to refine the proof to obtain the leading
asymptotics of tr([ f»,,,(H#), g]*). However, upon comparing these asymptotics with that
of tr([I14,,¢]%), there is another a priori uncontrolled @ (A~"*') contribution coming
from Lemma 5.6. In view of Conjecture 1, it is not clear how to bypass this difficulty.

Remark 5.13. The stationary phase in the proof of Proposition 5.11 still holds if the
test function g depends on # at sufficiently large scales. In this fashion, one can give an
alternative proof of the mesoscopic commutator estimate from Proposition 5.4 in the case
e >hP for B > % Based on the counterpart of (5.35) at mesoscopic scales and Proposi-
tion A.19, one can recover the leading asymptotics of [|[T; &, fa,..(Hz)]ll;2 whene — 0
in the previous regime.

We are now ready to conclude the proof of Theorem 1.2.

Proof of Theorem1.2. Let f € CZ°({V < u}) and let X(f) = X(f) —E[X(f)]. Suppose
first that f < 0.69. Then, by Proposition A.11 and estimate (5.28) applied to the test
function g = (¢/ — 1) € CX({V < u}),

log E[eX()] = O(varX(g)) = O(N)

ash — 0.
If now f € C°({V < u}) is arbitrary and A < ||f||z},o ~/ N1, by rescaling, one has

AX(f)
E[ex — ] < exp(CA?),
P( NG ) p
where C depends only on f. In particular, by Markov’s inequality, for every ¢ > 0,

AX(f)
VNh

The optimal value of A for the right-hand side is

PIX(f) > v/Nht] = IP’[ > zx] < exp(CA2 —11).

t
A=—,
2C
so that provided 1 < 2C | f'||7& v/ N}, we obtain

PIR(f) = VNhi] < e77/C9).

Replacing f by — f yields the symmetric inequality. |
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Appendix A.

A.1. Compact operators

We follow the conventions from [80, Chapters 1-3]. Throughout this article, we work on
the Hilbert space L2(R") equipped with the norm | - || = | - || 2. Recall that a (linear)
operator B is bounded if

Bl = sup [[Bg| < +oo.
peL2,g]<1

If B is a bounded operator, it is called positive if (B¢, ¢) = (¢, Bp) > 0 for all
¢ € L*(R™). Then, we write A > B if A and B are symmetric and (A — B) is positive.
Moreover, we make use of the following conventions and basic properties.

Proposition A.1. (i) Given any function g € L>®°(R"), the operator ¢ — g¢ is bounded
on L2(R™) and its norm is || g||Loo. We will also denote by g this operator. In partic-
ular, this operator is positive if g > 0.

(ii) If A is a compact operator, we let (g (A));':; be its singular values as in [80, The-
orem 1.5]. We define the Schatten norms for p > 1,

00 1/p
1Al = (Zu;j(m) |

k=1
Note that it holds for any bounded operator B and any p > 1, | BA|j», |AB|jj» <
I Bl Alls».

Proposition A.2 (Convergence of operators). For a family of bounded operators (Bg)e>o,
we will use the following topology of convergence as ¢ — 0,

(i) By — 0 in the strong operator topology if limg_sg || Bs¢| = 0 for all ¢ € L.
If | B¢l < C, it suffices to verify that limg_q | Be@|| = O for all ¢ € A, where A is
dense in L.

(i1) B¢ — 0in the operator norm topology if lim,_¢ || B¢|| = 0.

(iii) For p = 1, B. — 0 in the JP-norm topology if lim,_,¢ || Be|l;» = 0. Note that if
q > p > 1, the JP-norm topology is stronger than the J4-norm topology.

Then, we have (iil) = (ii) = ().
Proposition A.3 (Hilbert—Schmidt operators). (i) We say that B is a Hilbert—Schmidt

operator if | B| 2 < 400, in which case by [80, Theorem 2.11], B has an integral
kernel and

1/2
1810 = ( [, 1BePaxay) ™
R2n
(i1) By [80, Theorem 2.15], it holds
o0
IBIZ =Y Bkl
k=1
for any orthonormal basis (¢ )xen of L>(R™).
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Proposition A.4 (Trace-class operators). (i) We say that B is a trace-class operator if
| Bllj1 < +00. Moreover, by [80, Theorem 2.12], if B > 0 is trace-class and has
a kernel which is continuous on R*", and

1810 = [ Berax
R’l

(i1) If B is trace-class, we define tr B = Z,jg (¢, Boy) for any orthonormal basis
of L?2(R"), see [80, Theorem 3.1]. Note that tr(-) is a linear operator with |tr B| <
|Blly1 andtr B = || B||;1 when B > 0.

(iii) If B is trace-class, then the Fredholm determinant det(1 + B) is well defined and
it is a continuous function on JL By [80, Theorem 3.4],

|det(1 + B) —det(1 + A)| < [|A — B|pe' T4l +IBl1

(iv) By [80, Corollary 3.8], if A, B are bounded operators such that AB and BA are
trace-class, then tt(AB) = tr(BA) and det(1 + AB) = det(1 + BA).

(v)  We say that B is locally trace-class if for any compact set X € R”, |Bl x| <
+o0.

Let A, B, M > 0 be bounded operators. If B > A and BM is trace-class, then by
Proposition A .4,

tr[AM] = tt[vV'M AN'M] < t[v'M BNM] = t[BM],

where /M denotes the positive solution of v/ M 2 = M, see [80, Section 1.1]. Moreover,
by Proposition A.1, if A is a finite-rank operator and B is bounded, then i (AB) <
1 <rank(4) | A B|| and

|AB][;1 < [ AB]| Rank(A).

A.2. Operators bounded from below

In this paper, the usual Laplacian A on L?(R") plays a crucial role and we review below
its basic properties.

An essentially self-adjoint operator, bounded from below, on a Hilbert space H is
the data of a dense subspace D(A) C H and a linear map A: D(A) — H such that
{(x, Ax), x € D(A)} is closed in H x H and there exists C > 0 such that, for every
x € D(A), one has (x, Ax) = (Ax,x) > —C||x|)%.

The point is that essentially self-adjoint operators, bounded from below, admit a spec-
tral decomposition and a functional calculus; we refer to the textbook [49]. In particular,
since —A > 0 on L2(R"), under hypothesis (H), the Schrodinger operator

Hjy = -h’A+V

is essentially self-adjoint, bounded from below, on L2(R™). Moreover, if V > ¢ for a con-
stant ¢ > 0, then Hp > c.
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A.2.1. Spectral properties of —A on L?(R™). Recall that ¥ denotes the Fourier trans-
form viewed as a unitary operator on L?(R") and that —iV = F*A¥, where 4 is the
multiplication operator, A¢: & > £¢(€). This property of the Fourier transform renders
explicit many properties of the operator —iV or its functions. For instance, we define —A
as a self-adjoint operator on L2(R") with domain

H>={peL?: £ |EPF () € L2RM)}.

Similarly, the classical L? Sobolev spaces can be defined using the Fourier transform. For
s € R, let

H'={pe8 & (1+[E)°FeE) e L2RM),
where $’ denotes the space of Schwartz distributions. There are alternative definitions
of H®, e.g., Remark 5.3.

For any f € L*°(R), we define f(—A) = F* f%, where f stands for a multi-
plication operator as in Proposition A.1 (i). In particular, f(—A) is a pseudodifferential
operator in the sense of Definition 2.8, with semiclassical parameter # = 1 and symbol
a = f(|€|?). Hence, by Proposition A.3 (ii) and (v), if f:R > [0, co0) satisfies f(|§]?) €
L'(R™), the operator f(—A) is locally trace-class with integral kernel

2n 1 =€ £ (12
() € R o o [ phas

In particular, this shows that for any p > 0 the kernel of the bulk operator is given by

Kilh = Loaunt (00 (1) € B > 15 /R Lejeud® %8 (AD)

By going to spherical coordinates, one can rewrite

1 M i —_ . —

mlx=y|
= —(27r|x1—y|)” /0 /Sn_l cos(r@l)r”*ld@dr
_ -1 [x—y| b4
_ N =1D/2) [V [ r”‘l(/ cos(r COS</))(Sin<,0)n_2d§0)dr
0 0

(V2m|x = yD"
1 wlx=yl n/2
= m/(; r J,,/z_l(r)dr
_ Iun/an/Z(P”x_yD, (A2)
Q2 |x — y|)n/?

where we used that the Bessel functions of the first kind are given by for any v € R4
andr € Ry,

2 v 3
I(r) = %[) cos(r cos @) (sin @)’ dg
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and %(r"],, (r)) = r'J,—1(r). In particular, the determinantal point process associated
n
with the operator Ké"lz is both translation and rotation invariant on R” with intensity éLz ﬂ"))’,} .
Let us also recall the following standard bounds.

Lemma A.5 (Sobolev embeddings). Let k € Ng. There exists Cy, > 0 such that, for every
f € 8'(R"), for every h € (0, 1], one has

I £ llearny < Cih™ 2721 = B2 A)RFIAEL £ Ry,
The most direct argument relies on the properties of the Fourier transform.
Proof. The Fourier transform of g € L! is continuous with
Igllco < @0)"lglL-
Hence, for every multi-index o € NI, one has
= 95 f@)llco < @)1 = € F©)L.

and, by the Cauchy—Schwarz inequality,

IE > EXF (&)1 < IIE > E¥(1 + A2|g[2)~* /41
X ||€ > (14 R2EPYRFI/A+L 7 s

By the above functional calculus for —iV and since
I = (1 + B35 )T o < ol
if |@| < 2k, this completes the proof. (]

By working on a (relatively) compact set, one can, in fact, replace 1 with any smooth
positive potential.

Proposition A.6. Let V:R" — [1, +00) and Q@ C R” be a relatively compact open set
such that V is C on a neighbourhood of Q2. Then, for every k € N, there exists Cy (V')
such that, for every f € 8'(R™) with compact support in Q, for every 0 < h < 1,

I f ek < Ce(VIRTF12) (v — 2 A)kFIn/4+t gy

Proof. According to Lemma A.5, it suffices to show that for every k € N, there exists
Cy > 0O such that, for any f € C°(£2), uniformly for 0 < 7 <1,

(1 =12 fllps < Cell(V = 22AYF fll2 - (A3)

Then the result follows by density.
Let us prove (A.3) by induction on k; the case k = 0 is trivial with Cy = 1.
By assumptions, it holds for any k € Ny and f € C°(2),

(V_hZA)k-i-lf — (1 —h2A)k+1f +ka»
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where the differential operator Ly takes the form

L= Y gralx. o

|| <2k

and g, is bounded, along with its derivatives, uniformly as # — 0. Indeed, letting Ve
CX(R",R) be equal to V on €2, the sequence (Lg)r>o satisfy

Lo=V -1,
Lis1 = (h*A + V) Ly + (V = D(=h*A + D¥.

Hence, there exists Cy such that, for every f € C°(Q2),

1 =22 A fllpe < (V=2 A g2+ Ce D 1710% £ 2.

le| <2k

Moreover, one directly has

>R £l < Gl (=22 A) £z

|| <2k

since all operators involved are Fourier multipliers.
In conclusion, by the induction hypothesis

11 =2 T fll 2 < 1V = B2A) T fll2 + Cell(V = B2 A)E £
< Cell(V = B2 A £,

where we used the fact that V — A2 A > 1 as operators, and we upgraded the constant C
from line to line. L]

Remark A.7. The argument of Lemma A.5 also shows that if /' € §'(R” x R"), then

I o mamy = > sup (0208 f(x, y)|
o, BeN:lal+Bl<2k VY R"
SCkh_Zk_n
XD A=A T =2 AL f o .
i,jeNg:i+j=k

Then, by adjusting the proof of Proposition A.6, it is straightforward to show that under
the same assumptions, for every f € §’(R" x R™) with compact support in 2,

I £ ok mamy < Cu(VIB2K7|(V — B2 A)kH /8t (g2 ayktln/altt gy o

The only difference is that for a test function f € C*°(R” x R"), for any i, j € Ng with
i + j <k,itholds

(V =1 A (V=120 f = (1 = 0> A (1 =12 A), f + Lij f.
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where L; ; is an #-differential operator, with bounded coefficients (by polynomials in
V[l 2« (&) and 7), of orders 2i and 2 with respect to x and y, respectively, and of total
order 2(i + j — 1). Hence, since x, y are independent variables, we can bound

ILijlzz < CeOI = H2 A (1 = B2 A2 + 1(1 = B2 AT (1 = B2 M) [ 2).

The proof now follows by the same induction as in Proposition A.6.

A.3. Determinantal point processes

This class of point processes was introduced in [71] under the name Fermion processes.
Macchi’s fundamental contributions were physically motivated by electron-interference
experiments and the goal was to provide a mathematical model for point processes which
obey the Pauli exclusion principle; hence the name Fermion processes. In contrast to Pois-
son processes which describes independent particles, determinantal processes are well
known to exhibit repulsion and are typically hyperuniform [90]. The mathematical theory
of determinantal processes has been developed largely by Soshnikov [85] and Shirai—
Takahashi [78,79]. We also refer to [54] for a survey with more probabilistic perspectives.
There are many applications beyond the context of quantum mechanics discussed in
the introduction which include random matrices and Coulomb gases, asymptotic repres-
entation theory, certain random tilings and two-dimensional growth processes, zeros of
Gaussian analytic functions, etc. We refer to [13, 58, 85] for comprehensive reviews of
these examples. In this section, we explain some basic concepts of the theory of determ-
inantal point processes. The results are stated for the Hilbert space L?(R") but they hold
true for L2(€) if & is a locally compact, completely separable, Hausdorff space. We only
focus on the Euclidean case for concreteness.

A.3.1. Point processes on R". Let us recall that a (simple) point process is a random
measure of the form E = ) ;. 6, where A C R” is a countable set with no accumu-
lation points. We refer to [58, Section 2] for the construction of such random measures.
The law of a point process is usually characterised by its Laplace functional:

Ye(f) =E[e Y] forall function f € CX(R",R,).

—

We define the correlation functions (Rk)]'c’:cl> of the point process E through its Laplace
functional by

-i-oo1
=1+ g |

when this expansion makes sense. For instance, if & = Z]N=1 Sy ; and {xq,...,xy} has
a (symmetric) joint probability density function Py, then we verify that the correlation
functions of E are given by the marginals for k € N,

N!
(N —k)!

k
H(e*f(zi) — DRi(z1,...,2zx)dzy -+ -dzg,
i=1

nxk

Rk(zlw--»zk):]lksN / ]P’N[Zl,...,Zk,de+1,...,dZN].
R7*(N—k)
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A.3.2. Determinantal processes. In this article, we rely on the following definition.

Definition A.8. A point process E is called determinantal if its Laplace functional is of
the form

Ya(f) =detl[— (1 —e /)K], (A.4)

where K is a locally trace-class operator on L2(R") and the right-hand side of (A.4) is
a Fredholm determinant, see Proposition A.4 for the relevant definitions. Then, we say

that the determinantal process E is associated with the operator K and the correlation
functions of E are given by

Ri(z1,...,zx) = SSIE[K(zi,Zj)], k € N.

Definition A.8 is equivalent to the usual definition of determinantal processes in terms
of its correlation kernel K, see, e.g., [58, Section 2] or [85, Theorem 2]. Moreover,
while a determinantal process has several correlation kernels, the associated operator is
uniquely defined. In general, formula (A.4) makes sense for any (measurable) function
f:R"™ — R. Moreover, if the operator K is trace-class, then by Proposition A .4 (iii),
Y¥g is continuous with respect to the L°°-norm.

Definition A.8 has the following consequences for the distribution of a linear stat-

istic 2(f).

Lemma A.9. Let E be a determinantal process associated with the operator K. Then for
any functions f,g:R" — Ry,

EE(f) = u(fK)
and, if defined,

cov(E(g). E(/f))

tr(g(I - K) fK)

Sulls KIK. ) +ue/KA-K).  (AS)

Proof. By definition of the correlation functions, see Definition A.8,

B = [ fOREE = [ fQKE 2 = ulfK],

and for any f, g € L2 (R"),

BE@EN] = [| s feRarmndz + [ 2@ /@R G0
R2n n
= tr[gK]tr[gK] — tr[gK f K] + tr[g fK].
This shows that the covariance between the random variables E( f) and E(g) is given by

cov(E(g). E(/f)) = E[E(9)E(N)] - E[E(QIE[E(f)] = u[gd - K) fK].
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This formula is actually symmetric and can be written using commutators as follows:

ulg(l~ K) /K] = 5 (g1~ K[, KD + (g K (- K),

where we used cyclicity of tr[].
To complete the proof, it remains to observe that [g,1 — K] = [K, g]. |

Note that formula (A.5) implies that for any g € L2°(R"), the variance of the linear
statistics E(g) is well defined and given in terms of Hilbert—Schmidt norm by

1
var8(g) = [VKgVI=K|% = S lle. KIIE + IgVKA-K)I. (A6)

In the context of this article, it is relevant to recall the following [85, Theorem 3].

Proposition A.10. If K is a self-adjoint locally trace-class operator on L*>(R"™), then it
(uniquely) defines a determinantal process if and only if 0 < K < 1.

For instance, consider H an (unbounded) self-adjoint with a domain D(H') which
is dense in L2(R"), and let Ks = 15(H), where S C R is a Borel set. Then, by Pro-
position A.10, if Kg is locally trace-class on R”, there exists a determinantal process
associated with Ks. In particular, if H is bounded from below and 1 (_ ;) (H) is a finite-
rank projection (as in our setting, thanks to Proposition 2.2), there is a determinantal
process associated with this operator. Moreover, this process has almost surely N =
Rank(1(_qo,.) (H)) particles, see [85, Theorem 4].

It is also of interest to record the following basic expansion for the Laplace func-
tional (A.4) for small f. The proof of Proposition A.11 is inspired by that of [86, The-
orem 1], except that we control directly the Laplace functional instead of the cumulants
of the linear statistic Z( /). This simplifies the argument and makes the result stronger.
In particular, these asymptotics could certainly be of independent interest.

Proposition A.11. Under the assumptions of Proposition A.10, it holds uniformly for all
f € LPR") with f <0.69,

_ - 1
ya(=/) = exp(E[E(N)] + varE(e” = D) (5 + O f+ =) ) ).
Proof. By functional calculus, it holds for g € L2°(R”) with gz < 1,

log det(l — gK) = trllog(1 — gK)] = — ) %tr[(gK)Z]. (A7)
teN

Now, define Ay = g(I— K)g* K for k € Ny and observe that for every k € Ngand j € N,
(8K) g" K = (gK)''¢" K + (¢K) ™! A
repeated application of this formula yields, for every £ > 2,

L
u[(eK)] = ul(eK) ' gK] = ufg" K] + Y u[(€K) 7 4;1].  (ASB)
j=2
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Moreover, using that 0 < K < 1 and cyclicity of tr[-], we have for any j, k € N,
ul(eK)* 4;] = u[VK(eK)* ' g VKVKg (1~ K)g' VK],
This implies that for j, k € N,
[ul(eK)*4)] < I(eK) gllIVKg (1~ K)g/ VK]
< gl I VEgVI= Kl | VI~ Kg/ VKl

= lglfeo \/var E(g) var E(g/) (A.9)

according to (A.6). Moreover, var E(g/) = 3|[¢7. K]|% + tr[g? K(I— K)] for j € N,
and we can bound

g gk - K)g] < g2 Vlek - K)glly = llgl?% ™ u[gk (1 — K)g].

Since [K.g/] = Y7_, g*1[K.glg’ ¥, we also have [|[K. g/ 1l ;2 < jllgl] = I[K.&]ll
so that

var8(g7) < 218154 (S11K. glle + g1~ K)K])
= /21274 var (). (A.10)
By (A.9), this shows that for any j,k € N,
lul(eK)* A7l < gl & ™" var E(g).
Hence, by (A.8), we have shown that for any £ > 3,

)2
ltrl(gK)*] — trlg" K| < llgll72 Y (j — D var E(g)
j=2

L =1)
= |gl&2

var E(g). (A.11)

Observe that if g = 1 — e/, then by linearity of tr[-],

3 %tr[glK] - tr[( 3 lge)K] — _uflog(1 — g)K] = [ fK]. (A.12)

12
eN kel

By combining (A.7), (A.12) with bound (A.11) for g = e/ —1and £ > 3, this shows
that if ||g|jzee < 1,

1 1 -
log det(1 — gK) — [ fK] — 5 var E(¢)| = 3 varE(g) Y_(¢ — g2
>3

Il

= var E(g)—,
(1 —lgllzee)?
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where we used that for £ = 2, tr[(gK)?] — tr[g?K] = —tr[A;] = var E(g), according to
formulas (A.6)—(A.8). By (A.4), we conclude that if f < 0.69 < log 2, then

Ve ) = exp(ul7K] +var 8() (5 + O £+ 1)) ).
where we used that under our assumptions,

llgllzee <
(I=lglr=)

for a numerical constant C > 0. [

Cll f+llzee

Like in [86], one can immediately deduce from the asymptotics of Proposition A.11
a CLT for linear statistics of general determinantal processes. We give the proof of this
result since, compared to [86, Theorem 1], we can remove the (technical) conditions on
the mean and variance of the linear statistic E ().

Corollary A.12. Let (Ky)nyeN be a sequence of (self-adjoint) trace-class operators on
L2(R") with 0 < Ky < 1 and let (E§)NeN be the associated determinantal processes
onR". Let fy € L®(R") with || fn ||Lee < C and assume that %3, = var[E n (fn)] = 00
as N — +o0. Then it holds uniformly for all t € R with |t| < 0.69%0y/C,

_ e 1 _
Vay oy fy) explioy EEN (fw)]) = exp(i(5 + Oltox")) ).
In particular, this implies that

En(/N) —E[EN(/N)]

ON

= M1,

where Ny1 denotes a standard Gaussian random variable.

Proof. By the Cauchy—Schwarz inequality, one has a crude bound

var[E(1 — e~ /)] —varl[E(/)] = ) var[E(fF)] var[E(f7)].

kv'

Using bound (A.10), this implies that

IA

a1 -] vz = EP S i
s

_ VBT it
2

£ || oo var[E( f)]e /Lo
Hence, by applying Proposition A.11, it shows that if || f ||z < 0.69,

IA

V= (NeEE = exp(varE () (5 + O 1)) ).
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Making the change of variable f <« [O;,l fn witht € R, we conclude that as N — +o0,

—lgg 1 _
Yay oy f)e N FEN ] = exp(i2(S 4 0oy ) ).

As the convergence of the Laplace transform of the random variable SXUN )_JE/[EN ()]
implies its convergence in distribution and

E[etﬂ(o,l)] et2/2

for all t € R, this proves the claims. n

A.3.3. Weak convergence. In the context of Theorem II.3, we also recall the concept of
convergence in distribution for point processes.

Definition A.13. We say that a sequence E y of point processes on R” converges in dis-
tribution to a point process & if the Laplace functionals ¥z, (f) = ¥=(f)as N — 400
forall f € C°(R",Ry).

In the context of Proposition A.10, this has the following consequence.

Proposition A.14 (Weak convergence for determinantal processes). Let (Ky)neN be
a sequence of self-adjoint operator on L>(R™) with0 < Ky <I. Suppose thatas N — oo,
Kn — K locally uniformly, where K is locally trace-class, then there exists a determ-
inantal process B associated with the operator K and the determinantal processes E N
associated with K converge weakly to 8 as N — +o0.

Proof. By assumptions, Ky — K in the weak operator topology as n — oo (cf. Propos-
ition A.1). Indeed, by density, it suffices to verify that (¢, Kny¢) — (¢, K¢) for any
¢ € C.(R™). This also implies that 0 < K < I and by Proposition A.10, there exists
a determinantal process associated with the operator K. Moreover, using that Ky > 0
and Proposition A.4 (i), it holds as N — oo,

[xKnllyr = t{xKn] = [y K] = [|xK[ly1 < o0

for any y € L2°(R"”,R1). As both Ky, K are positive operators, by [80, Theorem 2.19],
this implies that || y(Ky — K)|;1 — 0 for any such y. Now, by formula (A.8) and Pro-
position A.4 (iii), the Laplace functionals of these point processes satisfy for every
f € CER"R,).

ey () = Vel < 1Ky = K)l|pe Il

with y = 1 — e~/ Since y > 0 with compact support,

limsup [Yz, (f) — ¥a(f)]

N—o00

< e 2K im sup(| (K — K) [y e * ¥ =80y = o,
N—o00

According to Definition A.13, this completes the proof. ]
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A.A4. Oscillatory integrals

The technical core of this article relies on standard techniques of semiclassical analysis, in
particular, the stationary phase method to obtain the asymptotics of oscillatory integrals.

Proposition A.15 (Stationary phase lemma, [33, Proposition 5.2]). Ler @ C R? be an
open set, A be a compact and x — ®(x,y) € C®(R,R) for every y € A. Suppose that
forany y € A, there is exactly one point x,, € Q such that 9xP(xy,y) = 0, and that the
Hessian matrix, Hess ®(xy; y), is non-degenerate.

Then, there exists a sequence of differential operators (Li)x>0 on R4, depending on
vy € A such that Ly is of degree 2k and for every £ > 0 and K € R, there is a con-
stant Cy g g such that, for any f € C2°(K),

sup
yeA

¢
/ eh @D f(x)dx — ek PN Qam) 2 3 HR(Ly £)(xy)
k=0

< Crox h2HHY fll c2eras .

Moreover, one can also allow f to depend smoothly on the parameter y € A, in which
case the error can be controlled with respect to C*(A) for every k € Ny.

An explicit form for the operators L, depending on ®, can be found in [53, The-
orem 7.7.5]. In particular, it holds
in+—n_

7 Jdet([Hess(®) (ry. )

where n4 and n_ respectively denote the number of positive and negative eigenvalues of
Hess(®)(x,, y).
In the special case where d = 2n and ®: R?" > (x,£) > x - £ € R, one has

&
Li = % 3 g (A.13)
" lal=k

In general, we apply Proposition A.15 in the following standard way. If a € S is
a classical symbol (cf. Definition 2.7), then there exists another classical symbol b € S°
such that

/ e%‘l’("’”a(x,y;h)dx =b(y,h) + O(h*™).
Q

The error being controlled by || f||x for some k € N allows us to apply Proposi-
tion A.15 to A-dependent functions satisfying, uniformly as 7 — 0, a control of the form

1
I fllcx < Cxh™%®  for some § < 3

In this case, the terms in the expansion have decreasing magnitudes and the remainder is
still @ (h°°) by choosing £ arbitrary large.
Proposition A.15 is complemented by the non-stationary phase lemma.
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Proposition A.16 (Non-stationary phase lemma, [53, Theorem 7.7.1]). Let Q C R4 pe
an open set, A be a compact and x — ®(x,y) € C*°(R2,R) for every y € A. Suppose
that (x,y) — 0, P(x, y) is bounded away from 0 on Q x A. Then, for every f € CZ°(R2),
ash — 0,

/ e# 2 f(x)dx = OH™).
Q

An explicit estimate (involving derivatives of f and a lower bound on |0, ®|) is [53,
(7.7.1)].

In the remainder of this section, we give more precise estimates in the case where
¢:(x,y) > x-y.
Proposition A.17. Let f:R"” x R" — R be a measurable function. Denote by f its
Fourier transform with respect to the second variable. Define for s > 0,

1 2o prs = [ sup 7. £)P(1 + [¢)?d
xeR”

and let L™ H* be the corresponding function space. If f € L H® with s > 7, then for
any h € (0, 1],

1 i (.
h_n/eh(xy)f(x,y)dxdy‘ < Gsll f oo ns.

Proof. 1t holds

1

g [t stsomasay = 5 [ (v fpar = n [ Fone o

Since Cy = (27)"/2 [(1 + |£[)72°d < oo if s > /2, by the Cauchy—-Schwarz inequality,
we obtain the bound

[ e sa| < [ s 1FwoPa e e

h" xeR”

By assuming more regularity on f, we can bootstrap the previous proposition to
obtain higher-order expansion of such oscillatory integral with a similar control of the
remainder.

Proposition A.18. Let £,n € N and let s > £ + 5. Let (Ly)xeN be the sequence of dif-
ferential operators given by (A.13). There exist constants Cy ¢ such that for any function

JiRYE x ]Rg — Rwithd f € L;ngfor every |a| < £, it holds for any h € (0, 1],

-1
/e%@f)f(x,s)dxdg =Y HELEf0,0)| = Cosh® Y1105 fllLse s (A14)
k=0

|

‘ (rh)

This statement, more precise than Proposition A.15, is tailored to the case where f
is smooth but oscillates rapidly with respect to the first variable: given g € CZ(R?", R),
we can apply Proposition A.18 to

fi(x,8) > g(h0x,§)
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for any § < 1 (since in this case, [|0% f'[|zo0 s = O (h%%) for any |a| < £), whereas one
needs § < % to use the result of Proposition A.15.

Proof. We proceed by induction over £ € Ny utilizing that the case £ = 0 follows from
Proposition A.17. Hence, we assume that bound (A.14) holds for a given £ € Ny. Define
S(x, ) = f(x.8)x=o0

Fi(x,§) = o , x,§eR".

Integrating by parts,

1 i i i
- / eh Ex Fy (v, )dvdg = - / e# e, Fy(x. £)dxdé.

Note also that by (A.13) and Taylor’s theorem, for every k € Ny,

k1 k1
i i
iLi(0g, F1)(0.0) = ——— Y 0080y, 0, £(0.0) = ——— > 3%0¢ £(0.0).
| xVEYx1YE | x"E
(k+1)! ik (k + 1! i1
a1>0
that is, we recover every terms in Lz £(0,0) with o > 0.
Continuing in this fashion, one can write for j € {1,...,n},
X, ==x;_;=0 — f (X, =
Fj(x,é): f( §)|x1 xj—1=0 f( §)|x1 X 07 x,éeR”
Xj
and verify that for every k € N,
sk+1
iLk(9g; Fj)(0,0) = m Z 8§8gf(0,0). (A.15)
le|=k+1,a;>0
ap=-=a;=0

Hence, in the end,

: %(X.S) = ! %(x,g)
s [0 et = L [k 10 iz
O e
" Gy = / en "> 0, Fi(x, §)dxdé.

For the first term, £ > f(0, &) belongs to H* for s > Z + 1, which is a subset of
C° N L? (by Proposition A.5). Hence, by a double Fourier transform,

1
2mh)n

/ e £(0,£)dsdx = £(0,0).

Note also that by assumptions, the functions d¢, F; are such that, for every || < £,
one has 0% agj FielL?® Hg_l, for instance, with

10%9e, Fill o g1 < 1057409 F ooy (A.16)
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Hence, using the induction hypothesis, this implies that if s — 1 > £ + 2,

{—1 n
en ™ f(x, £)dx — £(0,0) —ih ¥ Lic (3¢, (0, 0)
Qrh) S
T n
k=0j=1
= Ce,s—thl Z Z ||aga$j Fj”L;'COHg*l'

J=1a|=t

Using (A.15) and bound (A.16), we conclude that s > £ + 1 + %,

£
[ heD ppax = Yk Leta, £)00.0

(27 h)" =
< Cost B0 D0 105 gy
|a|=£+1
which completes the proof. ]

To conclude this section, we provide another useful estimate on oscillatory integrals.

Proposition A.19. Let X € R and let f: K xR — R be such that

1fllLeoca i= sup  (LFQ 0]+ 13 fF(0)] + 197 f(A. 0)]) < +o0.

A,t)e X xR

Then for every y € (0, 1], there exists Ck,, such that, as § — 0,
in(Az/8
‘ / Sm(t# F(h,0)dedA — 27 / 1, O)dx)
RZ
< Cry8" V(I flligesc2 + 1T A) = 7719 f(A 1) poor 1)

Proof. Let us observe that by making an integration by parts, it holds for any f € cH! (R)
and every A # 0,

/Rsm(/lt)f( )t —_X sm(kz) 9, (f(l))
2 [ 1w,

n /_:" 1 —CES(M)at<f(0)t—f(t))dt

where R 5 ¢ > Bt(w) is bounded. Indeed, by the Taylor integral theorem,

8(M)‘ _ ‘f(t) —f(toz) —lf’(t)‘

5iz [ 577 60] < 317

S“"‘ti))2 = 7 as shown by a Fourier transform.

Moreover, g (
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Let now f be as in the claim and let g: (A,¢) — 3,(%). Then

sin(Az/8) _ 1 —cos(A87 1)
/ﬂ‘v ———=f(A,t)dtdA = Zn/f(O A)dA +/2 Tg(/\,t)dtdk.

Using the Holder bound |1 — cos(u)| < |u|?, valid for all u € R, y € (0, 1), one has

1-— A
‘/ sz( 18 )g(k’t)dldk’ < 51—1// |/\|y_l|l|y|g(k,t)|dtd/\
R2 H xR

<51 /K Ap=an)( /R (7 sup [0l

It remains to decompose

/ 117 sup lg(h. 1)ldr = / 17 sup |g(h. 0)ldr + / 1117 sup [g(h. 1)ldr.
R AeXK [—1,1] e X R\[-1,1] AeX

The integral on [—1, 1] is bounded by %”f”LoocQ. On R\ [-1, 1], we can write
S0 = fA, 1) 3 f@)

At) =—
g(A.1) e ;
and then
/ 1] sup |g(A, 0)|dt < C)I| fllLsoc2 + (A1) > 17710 fll oo
R\[-1,1] reX
This concludes the proof. ]

A.5. The Airy function

The (classical) Airy function can be defined as the oscillatory integral; for x € R,

. 1 [ 13 1 i3 /34x1)
Ai(x) = — cos(— 4 xt)dt —— [ e dr. (A.17)
T Jo 3 2w JRr

These improper integrals converge and the definition can be extended to x € C by consid-
ering a contour in the complex plane instead. The Airy function gives rise to the decaying
solutions of the Schrodinger equation

(—A+x)Ai(x—A) = AAi(x—1), xeR, 1eC.

For this reason, the Airy function arises in semiclassical approximations at (generic)
boundary points as in Theorem I1.2. The differential operator —A + x on R is essen-
tially self-adjoint with absolutely continuous spectrum. Moreover, its projection-valued
measure can be computed explicitly. Namely, for any A € R, its kernel is given by

% 11m Im(—A + x — (A +1i€)) 71 (x,y) € RZ > Ai(x — 1) Ai(y — A). (A.18)

Before studying further the applications of the Airy functions to Schrodinger operators
with linear potentials, let us prove a useful fact.
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Lemma A.20. Let y € CX(R, [0, 1]) be any cutoff with 1j_ 11 < x < 1[—2,). For any
k € Nand x € R,

1 o C
)—/ e'(tg/z""xt))((et)dt —Ai(x)‘ < -k al
2 IR (€2 +x)f
Proof. By integrations by parts, we can rewrite for x € R,
i . i(x—1)¢
Ai(x) = _/ el(t3/3+t)at(€2 )dt
27 R 2 +1
— L/ ei(t3/3+xt)x(€t)dt + L/ ei(t3/3+t)a (ei(x—l)t (1- X(g)))dt
27 Jgr 27 Jr AV ’

where these integrals converge in the usual sense.
Let D = 0¢( m). By making repeated integration by parts, it also holds for x > —e~
and for any k € N,

1

i(x—1)¢

(
i(t3/3+t)a ¢ 1 — ) )dr
/Re R (2)

i(x—1
=/ ei(z3/3+t)ch(ei(l—x)tat<el;x i
R 2 +1

(1= x(er) )dr.

where we verify by induction that

i(x—1)¢t

L 0 if |t] <€,
Dk (pit=01g (€ 1— (et =
(e ’( IR )))) Or(2 + 1) N2+ x)7F) ifr] = e .

This proves the claim. ]

Note that taking € = 1, Lemma A.20 and Proposition A.16 (applied with ®(¢) = ¢
and # = 1) imply that as x — +oo0,

Ai(x) = O(x~). (A.19)

In fact, applying the steepest descent method to integral (A.17), one obtains the well-
known asymptotics

o (—2/3)x3/2
2 /mx1/4

As a direct consequence of (A.19), the integral over A € (—oo, ] of the resolvent
kernel (A.18) is convergent for any p € R. This implies in particular that the operator
1_A+x<y is locally trace-class and its (integral) kernel is given by

Ai(x) ~ as x — +oo.

A
Ko = Loaiasys (03) = [ AiGr 4 1= DA + =
—0o0

see, e.g., [12, Section A.2].
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From this Airy kernel and the bulk kernel (A.1), one can formally construct an integ-
ral kernel for the edge operator 1_A4x, <o on R” in arbitrary dimension n > 2 as in
formula (1.7). Indeed, one can decompose

—A+x; = Hy + H»,

where H; = —8)261 + x; is the one-dimensional Airy operator and Hy = —A 1 is the
Laplacian on the orthogonal hyperplane (we use the coordinates x = (x1, x1) with x+ =
(x2,...,x,) for x € R" with n > 2). These two operators commute, hence the projection-
valued measure for —A + x1 is a convolution whose kernel can be written as for A € R,

() € B > [ R SRR

By (A.1), this integral can be restricted to { < A} since Ky, = 0 for . < 0. This shows
that this integral converges since

(n oL 1 (n—2)/2
\d KR ] = et
uniformly for x, y € R” and since Ai(i) = O(n™>°) as & — +00 (cf. (A.19)). Then, by
Fubini’s theorem, we also obtain

Ke(:llg)e = T (00,01 (—A + x1):

e [ e b A w iy - ot

:A KOD (b yb) AiCx + o) Ay + p)dp.

This formula defines a locally trace-class operator and allows us to conjugate explicitly
—A + x; into a multiplication operator with a conjugation kernel that is well defined and
L2-unitary for functions in Schwartz space. In particular, —A + x; is essentially self-
adjoint, and using the explicit formula (A.2), this concludes the proof of (1.7).
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