J. Noncommut. Geom. 19 (2025), 1163-1217 © 2024 European Mathematical Society
DOI 10.4171/INCG/575 Published by EMS Press
This work is licensed under a CC BY 4.0 license

Compact convergence, deformation of the Lz-g-complex
and canonical K -homology classes

Francesco Bei

Abstract. Let (X, y) be a compact, irreducible Hermitian complex space of complex dimension m
and with dim(sing(X)) = 0. Let (¥, r) — X be a Hermitian holomorphic vector bundle over X, and
let us denote by F,m,abs the rolled-up operator of the maximal L2-9-complex of F-valued (m, 0)
forms. Let w : M — X be a resolution of singularities, g ametricon M, E := n*F and p := n*t.
In this paper, under quite general assumptions on t, we prove the following equality of analytic K-
homology classes [3 Fom,abs] = Tx [55,,,,], with 5E,m the rolled-up operator of the L2-3-complex
of E-valued (m, e)-forms on M. Our proof is based on functional analytic techniques developed
in Kuwae and Shioya (2003) and provides an explicit homotopy between the even unbounded Fred-
holm modules induced by & F.,m,abs and ] E,m-
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1. Introduction

Let (X, y) be a compact and irreducible Hermitian complex space of complex dimen-
sion m. The existence and geometric interpretation of analytic K-homology classes
induced by the Hodge—Dolbeault operator have been investigated in various papers, see,

e.g., [6,7,9,12,20]. Concerning the existence the main obstacle is due to the lack of a
satisfactory picture for the L? theory of the Hodge—Dolbeault operator 9+ 3. To the
best of our knowledge, there are only few cases in which 9 + 3 is known to have self-
adjoint extensions with an entirely discrete spectrum. The first is when m = 2 (with no
assumptions on sing(X)) and one considers Oy, that is, the rolled-up operator of the
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minimal L2-5-complex of (0, e)-forms, see [3, Theorem 3.1]. The second case arises when
dim(sing(X)) = 0 (with no assumptions on m) and one considers 5ab5/rel, that is, the
rolled-up operator of either the minimal or the maximal L2-3-complex of (0, 8)-forms,
see [22, Theorem 1.2] and [2, Theorem 5.2]. In all the previous cases it is known that
the operator gabs/rel gives rise to an unbounded even Fredholm module and thus to a
class [5abs/rel] € KKo(C(X),C), see [7, Propositions 3.6, 3.7 and 3.8]. Moreover, for the
class [3ye1], the following interesting geometric interpretation is given in [7, Theorem 4.1]
and [20, Proposition 5.1]: given an arbitrarily fixed resolution of singularities 7 : M — X
and a Hermitian metric g on M it holds

TTx [§M] = [grel] (D

in KKo(C(X),C) with 3y the rolled-up operator of the L2-3-complex of (0, 8)-forms
on (M, g). In this paper, we have a twofold aim: we prove an equality similar to (1), but
for a different operator; and in the proof, we develop a completely different approach
compared with the one used in [7, 20]. More precisely, let (X, y) be a compact and
irreducible Hermitian complex space with dim(sing(X)) = 0 endowed with a Hermitian
holomorphic vector bundle (F, 7) — X. Let

B mars © L2 (reg(X). F.7.7) — L*Q™* (reg(X). F.7.7)

be the rolled-up operator of the maximal L2-3-complex of F-valued (m, e)-forms.
Let w : M — X be an arbitrarily fixed resolution of X, let g be a Hermitian metric on M,
and let £ = n*F and p := 7*. Our main result, Theorem 4.1, shows that under quite
general assumptions on 7, we have the following equality in K Ko (C(X), C):

Tl [§E,m] = [5F,m,abs] 2)

with §E,m D L2Q™*(M, E, g, p) — L?>Q™*(M, E, g, p) the rolled-up operator of
the L2-5—complex of E-valued (m, e)-forms on M and [§Em] the corresponding class
in KKo(C(M),C). Certainly, the reader familiar with the topic will notice immediately
that (2) can be proved quickly by adopting the same strategy used in [7,20] and that goes
back to [12], which is based on the short exact sequence 0 — KKy (C(sing(X)),C) —
KKo(C(X),C) - KKo(Cp(reg(X)), C) — 0 and, crucially, employs the fact that
dim(sing(X)) = 0. Nevertheless, there are at least two reasons that we believe make
our paper interesting. First, our result holds in a more general framework than [7, 20]
since we allow the twist with a Hermitian holomorphic vector bundle. Second, our proof
is entirely different. Indeed, we prove the equality (2) in a direct way by constructing
an explicit homotopy between the unbounded even Fredholm modules induced by 5E5m
and O F,m,rel. Our construction relies on functional analytic techniques, developed in [18],
to tackle spectral convergence problems. Let us now give more details by describing how
the paper is organised. Section 2 contains background material, such as the basic prop-
erties of Hermitian metrics and the corresponding LZ2-metrics, the functional analytic
framework that will be used in the rest of the paper, and the main definitions and properties
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of analytic K-homology. Section 3 contains the main technical results of this paper. In the
first part, we consider a compact complex manifold M of complex dimension m endowed
with a holomorphic Hermitian vector bundle (E, p) — M. We equip M with g,, ¢ € [0, 1],
a family of Hermitian metrics on M that degenerates to a positive semidefinite Hermitian
pseudometric h := gg as t — 0 (we refer to Section 3 for a precise formulation). We then
consider the operators

781:8s

aE,m,q,max : LZQm’q(M’ E’ gl ’ p) - L2Qm’q+l(M7 E5 gS7 p)
and Y
85>
Og mgmax - L2Q™I(M. E. g5, p) — L*Q™9T (A, E|4.h|4. pla)

with A the open and dense subset of M, where 4 is positive definite. Under quite general

. . 281,85 F8s:h
assumptions on the family g; we show that both d El,m,q,maX and dg , 4 max have a well-

defined and compact Green operator

Geres 2 L2QMITY(M E, g5, p) — L2Q™9(M, E, g1, p)

8E,m,q,mux

and
G5 D L2QMIT (A, E |4, k4. pla) > L2Q™9(M, E, g5, p)

3E,m,q,max
and that when s — 0

Gggpgs —> G and G_gn — G
E,m,q,max 3E.,m,q,max aE,m,q,max 3E,m,q,max

both in the compact sense, see Definition 2.3. The above convergence results are then
used to prove that the resolvent of 5E5m can be continuously deformed with respect to the
operator norm to the resolvent of a self-adjoint operator unitarily equivalent to 0 F,m abs-
We point out that the results of this section hold without any assumption on sing(X ). The
constraint dim(sing(X)) = 0 arises only in Section 4 as a sufficient condition to have well-
defined even unbounded Fredholm modules, see Remark 4.1. Finally, in the last section,
we use the above convergence and deformation results to give a direct proof of (2). We
conclude this introduction with a last comment that enlightens another possibly interest-
ing feature of our approach. The strategy adopted in this paper could potentially lead to a
better version of (2). More precisely, if one can prove that G is compactly conver-
gent to Gy ass — 0, then (2) would hold true without assumptions on sing(X),
see Remark 4.1. Unfortunately, we do not have such a strong convergence result at our
disposal.

2. Background material

2.1. Hermitian metrics and LZ-metrics

Let (M, J) be a complex manifold of complex dimension m and let g and & be Hermitian
metrics on M. Let F € C*°(M,End(TM)) be the endomorphism of the tangent bundle
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such that A(-,-) = g(F-,’) and let Fc € C*°(M,End(TM ® C)) be the C-linear endo-
morphism induced by F on the complexified tangent bundle. Since ' commutes with J,
it follows that both 719 M and T%! M are preserved by Fc. We denote the corresponding
restrictions with F(é’o := Fg|ri0p and F((C)’1 := Fc|ro1p. Let now g* and 2* be Her-
mitian metrics induced by g and 4 on T* M, respectively. We have h*(-,-) = g*((F~1)’-,)
with (F~1)? the transpose of F~1, that is, the endomorphism of T*M induced by F~!.
Let G € C®°(M,End(T*M)) be defined as G := (F~1)* and let G¢, G((lj’0 and G(?:’l
be the C-linear endomorphisms induced by G and acting on T*M ® C, TV9*M
and T%!* M, respectively. Let us now denote by gc and hc Hermitian metrics on
TM ® C induced by g and h, respectively. Let hg., hZ, b g¢ and g;’ » be Hermitian met-
rics on T*M ® C and A%?(M) induced by hc and gc, respectively. Clearly, hy, =
Moo ® hl e 85y = 8o ® 85, and 1 o() = 2,5(GE ). g5 (2) = g5, (G-,
Ry () = g2, (GE® ® GEP-.o), where G € C(M, End(A®(M))) and G e
C%°(M,End(A%°(M))) are the endomorphisms induced in the natural way by G(‘é’l and

GKI:’O, respectively. Now, we consider a holomorphic vector bundle £ — M endowed with
a Hermitian metric p. Let us denote by g7 , 0 and 0 Hermitian metrics induced by

g,y and pon A%P(M) ® E, respectively. Let S%? € C®(M,End(A%*(M) ® E))
given by G&° ® Gg’b ® Id. Then, we have

h:,b,p(‘v‘) = g;,b’p(Sa’b".)'

Let Q2°9(M, E) be the space of smooth E-valued (p, ¢)-forms with compact support, let
1?QP49 (M, E, g, p) be the Hilbert space of E-valued L?-(p, q)-forms over M with respect
to g and p, and with self-explanatory notation let us also consider L2Q74(M,E, h,p).
Given any ¢, ¢ € Q?’b (M, E), we can describe the L2?-product induced by / in terms of
the L2-product induced by g as follows:

(V. P) 20ab M, Ehp) = /M hy b, (¥, @) dvoly
= /M gh o (S“PY. §) v/det(F) dvoly. 3)
Let us now point out some consequences of (3). If Y € Qg’b (M, E), we have

(V. V) 1200k, E b p) Z/Mh&b,p(llf» V) dvoly,
= /M go5.,(SOP Y. ¥)y/det(F) dvolg
= /M 2o 5.,((GE" ®1d)y, ¥) v/det(F) dvol

< /M (G2 s, 83,0V ¥) /A dvol .
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where |Gg:’b| g, " M — R is the function that assigns to each p € M the pointwise

operator norm of Gg’bp : Ag’b (M) - Ag’b (M) with respect to g ,, that is,

0,b 0,b
g;’b(G(C v,Gv)

b
|G lgx (p) = sup
0,b OyéUGAg’b(M) g;,b(v, v)

In particular, if |G(g’b |g;b Vdet(F) € L°°(M), we obtain

b * /
(Wﬁ'ﬂ”)LZQOab(M,E,h,p) f /1\4 |G(((): |gg’bg0,b,p(w7 1/f) det(F) dVOlg

< 116 g, VAP ey [ 85,000 dvoly
= ” |G(%,b |g;,b \ det(F) HLOO(M) <W) w)LZQO’b(M,E,g,p)'

When ¢ € Q™° (M), we have
(V) L2ombM,E hp) = /M o . (W5 W) dvoly “4)
= / g5 ,(S™ Y ) V/det(F) dvol
M

_ /M 255, ((det(GL0) ® & @ 1d)y, ¥) V/det(F) dvol
- /M 8, ((1d® GE’ @ 1)y, ¥) dvol,
< | 16& gz, 8., (V. W) dvol
— ' C 18y p5m,b,o\ 7 g"

Thus, whenever |G((é’b| g, € L*° (M), we have

0,6
W) eambnene = 116 leg, | Looary (V- V) L20mb .E .00

whereas if there exists a positive constant ¢, such that g b(G(g’b-,-) > cgg (), then

gy (@G @I YY) = cgly (V. V)

and therefore,
(Vo) L2amba,.h,p) = SV V) L2omb (M, g.p)- %)

Let us denote by dg 4 : QP4(M, E) — QP47 (M, E) the Dolbeault operator act-
ing on E-valued (p, q)-forms. When we look at §E,p,q : L2QPA(M, E, g, p) —
L?QP49+tY(M, E, h, p) as an unbounded and densely defined operator with domain
QP9 (M, E), we denote by

=8:h

8Al%q,max/min : LZQP’q(M’ E, & IO) - LzQp,q—H(M’ E.h, p)»
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respectively its maximal and minimal extension. The former is the closed extension defined
in the distributional sense: w € @(5%’?p,q,max) if o € L2QP9(M, E, g, p)and g p 4o,
applied in the distributional sense, lies in L2QP?4+t1(M, E, h, p). The latter is defined
as the graph closure of Q27 (M, E) in L?2QP9(M, E, g, p), with respect to the graph
norm of d,, : QPY(M, E) — L?*QP4TY(M, E, h, p). With 5*’;’,”1;; c QP (M) >
QF9 (M) we denote the formal adjoint of §E, p.g With respect to Hermitian metrics g
on Q24(M, E) and h on QET (M, E); with 5§°$fq’max/min D L2QPAYY(MLE b, p) —
L?QP4(M, E, g, p) we denote the corresponding maximal and minimal extensions.
Note that

T g = Ofpqumin)” a0 05ty e = (O o)™ ®)
We conclude this section with the following.

Proposition 2.1. Let (M, J) be a complex manifold of complex dimension m and let
(E, p) => M be a Hermitian holomorphic vector bundle over M. Let g1, g2, h1 and h, be
Sfour Hermitian metrics on M such that hy < c1g1 and hy < ¢ g2, with ¢y and c; positive
constants. Finally, let us consider the operators

Oomgman - L2Q™ (M. E. g1.p) — L2Q™I* (M, E. 5. p),
—hy,h
08 mgma - L2Q™ (M, E, Iy, p) > L2 Q™9 (M, E, hy, p).
—hy,hs 81,82 <h1,ha 81,82
Ifwe @(8E,m,q,max)’ then w € !D(BE,m,q,max) and E)E’m’q’maxa) = 3E’m,q’maxw. Moreover,

the induced inclusion
—h1,h 81,82

‘i)(aE,m,q,max) = @(aE,m,q,max)
is continuous with respect to the corresponding graph norms.
Proof. Since we assumed i1 < c1g1 and hy < ¢, g7, it follows from (4) that (5) holds true
for both g1, i and g, h,. Thus, the identity Id : Q&9 (M, E) — Q&9 (M, E) induces
continuous inclusions

L2Q™4(M, E, hy,p) — L*Q™4(M,E, g1, p) -
L2Q™4(M, E, hy, p) — L*Q™4(M, E, g5, p)

—hi.,h =hi.h ..
for each ¢ =0, ..., m. Let now w € i)(BEl,m?q,max) and let n = aEl,qu’man. This is

equivalent to saying that

(_1)m+q+1 [Mw /\5E*,0,m—q—l¢ = / Tl/\¢

0,m—q—1

for any ¢ € Q. (M, E*). Thanks to (7), the above equality implies that w €
@(5%1”,5;’111,“) and that n = 5%1”mgzymaxw. Finally, again by (7), we can conclude that the

. . . whi,h2 81,82 . . .
induced inclusion D(Ig 1 4 max) <> P(IE 1.4.may) 1S cONtinuous with respect to the cor-

responding graph norms. ]
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2.2. Functional analytic prerequisites

We briefly recall some functional analytic tools that will be used later. All the material is
taken from [18]. We refer to it for an in-depth treatment. Let { H, },en be a sequence of
infinite dimensional separable complex Hilbert spaces. Let H be another infinite dimen-
sional separable complex Hilbert space. Let us denote by (-,-)a,, |||l &, {-.-)r and ||-||&#
the corresponding inner products and norms. Let € € H be a dense subset. Assume that
for every n € N, there exists a linear map ®, : € — H,. We will say that H,, converges
to H as n — oo if and only if

lim ||®,ullg, = ullg (8
n—oo
forany u € €.

Assumption. In the following definitions and propositions, we will always assume that
the sequence { Hy, }neN convergesto H.

Definition 2.1. Let v € H and let {u,},en be a sequence such that u, € H, for
each n € N. We say that u, strongly converges to u as n — oo if there exists a
net {vg}geg C € tending to u in H such that

limlim sup||®,vg — un|lm, = 0. )
B n—oco

Definition 2.2. Let v € H and let {u,},en be a sequence such that u, € H, for
each n € N. We say that u, weakly converges to u as n — oo if

lim (U, Wy)H, = (U, W)H
n—0o0

for any w € H and any sequence {wy},eN, Wy, € Hy, strongly convergent to w.

Proposition 2.2. Let {uy,},eN be a sequence such that u, € H, for eachn € N. Assume
that there exists a positive real number, c, such that ||\u, | g, < c for every n € N. There

then exists a subsequence {um}meN C {UntneN, Um € H,,, weakly convergent to some
elementu € H.

Proof. See [18, Lemma 2.2]. [

Proposition 2.3. Let {u, },eN, Uy € Hy, be a sequence weakly convergent to some ele-
ment u € H. There then exists a positive real number, £, such that

suplupllg, <€ and  |ullg <liminf|lu,| g,
nGN n—>oo
Proof. See [18, Lemma 2.3]. [

‘We now have the following remark. Consider the case of a constant sequence of infin-
ite dimensional separable complex Hilbert spaces {H,},eN, that is, for each n € N,
H, = H, € = H and &, : € — H, is nothing but the identity Id : H — H. Then
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Definitions 2.1 and 2.2 coincide with ordinary notions of convergence in H and weak
convergence in H . Indeed, let {v,} C H be a sequence converging to some v € H. Then
by taking the constant net {vg}gep C H, vg := v as anetin H converging to v, we have

limlim sup||®,vg — vn|a, = limsup|lv — v, ||z = 0.
B n—ooo n—>00

Therefore, v, — v strongly in the sense of Definition 2.1. Conversely, let us assume that
for some net {vg}gep C H tending to v in H we have

limlim sup||®,vg — vn|la, = 0.
B nooo

Given any 8 € B we have |[v — vu|lg < ||[v — vgllg + lvg — vullg. Therefore, for
every B € B

limsup|lv —vu ||z < |lv—vgllg + limsup|lvg — va|lm
n—>oo n—>o0

and finally,

limsup|lv — vullg <lim|lv —vg|lg + limlimsupllvg — vu|l# = 0.
n—o00 B B n—oo

Therefore, v, — v in H and thus we showed that Definition 2.1 coincides with the ordin-
ary notion of convergence in H. This, in turn, implies immediately that Definition 2.2
coincides with the standard definition of weak convergence in H. We now have the
following.

Definition 2.3. A sequence of bounded operators B, : H, — H, compactly converges
to a bounded operator B : H — H if B,(u,) — B(u) strongly as n — oo for any
sequence {u, }neN, Uy € Hy, weakly convergenttou € H.

Given a Hilbert space H and a bounded operator T : H — H, we denote by ||T||op
the operator norm of 7". We recall the following fact.

Proposition 2.4. Let H be a separable Hilbert space and let B and {B,}neNn be
bounded operators acting on H. Assume that for each weakly convergent sequence
{vn}neny C H, v, = vasn — oo tosomev € H, we have || B,v, — Bv||g — 0asn — oo.
Then || By, — Bllop — 0 asn — oo and B is compact.

Proof. See [18, Lemma 2.8]. [

Finally, we conclude this section by recalling some well-known facts about Green
operators. Let H; and H, be separable Hilbert spaces whose Hilbert products are denoted
by (, )u, and (, )m,.Let T : H;y — H, be an unbounded, densely defined and closed oper-
ator with domain O (7). Assume that im(7T') is closed. Let T* : H, — H; be the adjoint
of T. Then im(T*) is closed as well, and we have the following orthogonal decomposi-
tions: H; = ker(T) @ im(T*) and H, = ker(T*) @ im(T). The Green operator of T,

Gr:H, - H;
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is then the operator defined by the following assignments: if u € ker(7*), then G (u) =0,
if u € im(7T"), then Gr(u) = v, where v is the unique element in O (7)) N im(7T*) such
that T'(v) = u. We have that G : H, — Hj is a bounded operator. Moreover, if H; = H,
and T is self-adjoint, then Gr is also self-adjoint. If H; = H» and T is self-adjoint and
non-negative, that is, (Tu, u) g, > 0 for each u € D(T), then Gr is self-adjoint and non-
negative as well. Finally, we recall the following property, which is straightforward to
check.

Proposition 2.5. Let T : Hy — H; be as above. The following two properties are then
equivalent:

(1) Gt : H, — Hj is a compact operator;

(2) the inclusion D(T) Nim(T*) < Hy, where D(T) N im(T*) is endowed with
the graph norm of T, is a compact operator.

2.3. Analytic K-homology classes

We now recall the definition of KKy(C(X), C). We invite the interested reader to con-
sult [13] for a thorough exposition. Let Z be a second countable compact space and
let C(Z) be the corresponding C *-algebra of continuous complex-valued functions. An
even Fredholm module over C(Z) is a triplet (H, p, F) satisfying the following properties:

(1) H is a separable Hilbert space.
(2) pisarepresentation p : C(Z) — B(H) of C(Z) as bounded operators on H .
(3) F is an operator on H such that for all f € C(Z):

(F? —=1d) o p(f). (F — F*) o p(f) and [F. p(f)] lie in K (H),

where K (H) C B(H) is the space of compact operators.

(4) The Hilbert space H is equipped with a Z,-grading H = H™ @ H ™ in such a way
that for each f € C(Z), the operator p( f) is even-graded, while the operator F
is odd-graded.

Let (Hy, p1, F1) and (H3, p2, F3) be two even Fredholm modules over C(Z). A unitary
equivalence between them is a grading-zero unitary isomorphism u : H; — H,, which
intertwines the representations p; and p, and the operators F; and F5.

Given two even Fredholm modules (H, p, Fy) and (H, p, F1) over C(Z), an oper-
ator homotopy between them is a family of Fredholm modules (H, p, F;) parameterised
byt €[0,1] in such a way that the representation p, the Hilbert space H and its
grading structures remain constant but the operator F; varies with ¢ and the func-
tion [0,1] > B(H), t — F; is operator norm continuous. In this case, we will say
that (H, p, Fo) and (H, p, Fy) are operator homotopic.

The notion of direct sum for even Fredholm modules is defined naturally: one takes the
direct sum of the Hilbert spaces, representations and operators F. The zero even Fredholm
module has zero Hilbert space, zero representation and zero operator.
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Now, we can recall Kasparov’s definition of K-homology. The K-homology group
KKo(C(Z),C) is the abelian group with one generator [x] for each unitary equivalence
class of even Fredholm modules over C(Z) and with the following relations:

e if xo and x; are operator homotopic even Fredholm modules, then [x¢] = [x1]
in KKo(C(Z2),C),

e if xo and x; are any two even Fredholm modules, then [x¢ + x1] = [xo] + [x1]
in KKo(C(Z),C).

Now, we go on by recalling the notion of even unbounded Fredholm module over the C *-

algebra C(Z). This is a triplet (H, v, D) such that:

(1) H is a separable Hilbert space endowed with a unitary x-representation v :
C(Z) — B(H); D is an unbounded, densely defined and self-adjoint linear oper-
atoron H;

(2) there is a dense *-subalgebra A C C(Z), such that, for all a € 4, the domain
of D is invariant by v(a) and [D, v(a)] extends to a bounded operator on H;

(3) v(a)(1 + D?)~!is a compact operator on H for any a € s;
(4) H is equipped with a grading 7 = t*, 2 = Id, such that 7 o v = v o 7 and
70D = —1 o D.In other words, T commutes with v and anti-commutes with D.

We now recall the following important result, see [1, Proposition 2.2].

Proposition 2.6. Let (H,v, D) be an even unbounded Fredholm module over C(Z). Then
(H,v, D o (Id+D?)7%)

is an even Fredholm module over C(Z).

In what follows, given an even unbounded Fredholm module as above, by the notation
[D] we will mean the class induced by the even Fredholm module (H, v, D o (Id +D?)~ %)
in KKo(C(Z),C).

Proposition 2.7. Let (H,v, D;) witht € [0, 1] be a family of even unbounded Fredholm
modules over C(Z) with respect to a fixed dense x-subalgebra A C C(Z). Assume that:

(1) foreacha € A the map [0,1] — B(H), t — [Dy,v(a)] is continuous with respect
to the strong operator topology;

(2) themap [0,1] = B(H), t = (i + D;)™" is continuous with respect to the operator
norm.

Then the following equality:
[Do] = [D1]

holds in KKy(C(Z),C).

Proof. This follows by [1, Remark 2.5 (iv)] and [17, §6]. See also [14]. [
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We conclude this section with the following.
Lemma 2.1. Let H be a separable Hilbert space and let Dy, t € [0, 1], be a family of
unbounded, densely defined and self-adjoint operators with closed range such that

€)) ”GDz - GDO”Op —0ast —0;

(2) |lmk,s — kollop = 0ast — 0, with mg ; : H — ker(D,) denoting the orthogonal
projection on ker(Dy) for each t € [0, 1].

Then
lim |(D; +i)7" = (Do + )7, = 0.

Proof. First, we need to recall the following formulas: let D : H — H be an arbitrar-
ily fixed unbounded, densely defined and self-adjoint operator with closed range. Let us
denote the resolvent of D, (D +i)~!: H — H, with Rp. Then

Rplim(p) = Gp o (Gp + i) im)-

Let us show the above claim. First, we point out that im(D) is preserved by the action
of Gp and Rp. Let now B € im(D) be arbitrarily fixed and let o := GpfB. Then
Da + i = B + i« and consequently

Gp(B) =a = Rp(Da +ia)=Rp(B+ia)=Rp(B+iGpB) = Rp((Id+iGp)p),

that is, Gp linpy = Rp o (Id+iGp)|imp)- Since Gp : H — H is self-adjoint, we know
that Id +iGp : H — H is invertible. Note that (Id + iGp)(im(D)) = im(D). There-
fore, (Id +iGp)im(p) : im(D) — im(D) is invertible and thus ((Id +iGp)|imp)) "' =
(Id +iGp) " |im(p)- In this way, we can conclude that

Rplimpy = Gp o 1d +iGp) ™ imp)-

Let @im, : H — im(D;) be the orthogonal projection on im(D;) for each ¢ € [0, 1].
Since Rp, |ker(p,) = —i Id we have

[(D: + i)~ = (Do +i)~! ||0p
= |(D: + )" o (ks + Tims) — (Do + 1)~ o (7x.0 + Tim,0) ||0p
< [(De + )" o stime — (Do + i) 7" 0 Timol,

+ [(D: +i) P omg — (Do +i) ! omky

op

= ” Gp, o (Id+ iGDt)_l © Tim, — Gpyo (Id + iGDo)_1 © Tim,0 Hop + HT[K” — TTK,0 ”r)p'

By assumption, we know that ||7rx; — 7k ollop — O as t — 0. This clearly implies
that ||Tim,s — Tim,0llop — 0 as ¢ — 0, since mim,; = Id —mg,. We also know that
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IGp, — Gpy llop — 0, ast — 0 and this tells us that | (Gp, —i)™' = (Gpy, — i) lop = 0
ast — 0, see [23, Theorem VIII.18]. Obviously, this in turn implies that

”(Id + l.GDz)_1 - (Id"f_ iGDo)_] ||op —0
as t — 0. We can thus conclude that both
lim | Gp, © (1d+iGp,) ™" © Tiny — Gy © (4 +iGpy) ™ 0 im], = 0
t—
tim ks~ 7k, =0

and therefore,
lim||(D; + i)' = (Do + i)', =0
t—0 op

as desired. [

3. Deformation of the Lz-g-complex

This section is divided into two subsections and contains the main technical results of this
paper.

3.1. Compact convergence of the Green operators

Let (M, J) be a compact complex manifold of complex dimension m endowed with a
Hermitian pseudometric 4. We recall that a Hermitian pseudometric on M is a positive
semidefinite Hermitian product on M, strictly positive over an open and dense sub-
set AC M. Let (E, p) — M be a Hermitian holomorphic vector bundle over M. We
make the following assumptions:

* (4, gla) is parabolic with respect to some Riemannian metric g on M.

Note that, since M is compact and parabolicity is a stable property through quasi-
isometries, we can conclude that if (A4, g|4) is parabolic with respect to some Riemannian
metric g on M, then (A, g|4) is parabolic with respect to any Riemannian metric g on M .
Moreover, since (A4, g|A) is parabolic, we know that M \ A has zero Lebesgue measure,
see [25, Theorem 3.4 and Proposition 3.1].

e The L2-) cohomology group

,q+1 . =h.h . ohh
HZ”%ZMX (A7 E|Aa hlAa p|A) = ker(aE,m,q—‘rl,max)/lm(aE,m,q,max)

is finite dimensional.

4+

Note that, since H2m I(A, E|4,hl4,pla) is finite dimensional, the image of the operator

8max

—h,h

OF mgmas - L™ (A, E|a, hla. pla) — L*Q™IH (A, E|a. b4, pla)

is closed. Let g be an arbitrarily fixed Hermitian metric on M. As a first step, we recall
the following result, see [2, Proposition 3.2].
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Proposition 3.1. In the above setting, the following three operators coincide:

T5 omamin  L2QP9 (A, E |4, Bla, pla) — L2QPIT(A, Ela, hla, pla),

8,8
Vg pg : L*QPUM,E. g.p) > L?QPIT (M, E, g.p). (10)

where (10) is the unique closed extension of Og p4 : QP4(M, E) — QPITY(M, E)
viewed as an unbounded and densely defined operator acting between L>QP4 (M, E, g, p)
and L?>QP4YY (M E, g, p).

Proposition 3.2. In the above setting, the operator

_g,h
g mqma - L2 Q"N Ela.hla. pla) — L2Q™4T (A Ela.hla.pla) — (11)
has closed range and the corresponding Green operator

Gen  :L*Q™IY (A Ela.hla.pla) > LPQ™ (A E|a. gla.pla)  (12)

aE,m,q,max

is compact.

— ’h .
Proof. First we note that im(ai’m’q’max) is a closed subspace of L2Q™4 (A, E| 4, h|4, pla)-
—h,h . =8&h
Indeed, Proposition 2.1 tells us that im(d ,, 4 max) C 1m(8§’m’q,max), and by the fact

. o . ) ~h,h
that H;'%‘Hl(M, h) is finite dimensional we deduce that the quotient ker(dg ,, 4 max)/

.8 . L . S L . gk .
1m(8§’m,q’max) is finite dimensional too, which in turn implies that 1m(8§’m,q’max) is clo-
sed. Hence, G3&" D L2Qmatl(4, El4,hl|4, p) — L2Q™4(A, El4, gla, pla) exists.

E,m,q,max

=8,h,
Let us consider 8§’mt’q’min D L2QMATY(A, Elg, hla, pla) — L2Q™9(A, E|4, gla, pla).
=8:h .
Since im(B‘z,m,q,max) C L2QMI%Y(A, E|4, hla, pla) is closed by (6), we know that

— ,h, A
im(af;,m’,q,mm) C L2Q™4(A, E|4, gla. pla) is closed too. Let us then define B :=

=8:h.t

8.k . 8.k . .
:o(ai,m’q,m) N im(dg . g.min)- If we endow @(Bé,m’q’max) with the corresponding

—8,h
graph product, then B becomes a closed subspace of @(Bi’m’q’max), and we have the
following orthogonal decomposition:

=&h —g,h
°®(aE,m,q,max) = ker(aE,m,q,max) ® B.

According to Proposition 2.5, the compactness of (12) amounts to showing that B «—
L?Q™4(A, E|a, gla. pla) is a compact inclusion, with B endowed with the corres-
ponding graph norm as above. To this aim, let us now consider the operator defined
in (10). Classical elliptic theory on compact manifolds tells us that im(§i~’:gm,q) C
L?*Qm4+t1 (M, E, g, p) is closed and the corresponding Green operator

Gz,

2.8
3E,m,q

D L2QMATY (M E, g, p) — L*Q™4 (M, E, g, p) (13)
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is compact. As recalled above, the compactness of (13) is equivalent to saying that the
natural inclusion

D@ ) Nim(@FS, %) = L*Q™4 (M, E. g, p) (14)

is a compact operator with @(5‘2’5’;”,(1) N im((éi’injq)*) endowed with the correspond-
ing graph product. Let A := i)(gi’fn’q) N im((ﬁ%’in,q)*) and consider the corresponding
orthogonal decomposition of @(5‘2’;’ ) With respect to the graph product

D@ o q) = ker(@55, ) & A.

... ~8:h =8>
Note that, thanks to Propositions 2.1 and 3.1, we know that @(8§7m’q’mx) - i)(aifn’q)
28> 28k ~8:h
and 8ifn’qa) = aé,m,q’maxw for any o € :o(af;,m,q’max). We want to show now that
B C A. Let us consider any w € B and let n; € ker(ai’fn,q), n2 € A be such that
. =8&:h =8> .
® = 11 + 1. It is clear that ker(ai,m,q,max) = ker(aé];in’q). Therefore, we get imme-
. =80 =8&:h =8
diately that 7, € :D(ai,m’q,max). Moreover, for any ¢ € ker(ai’m’q’max) = ker(aiin,q)
we have
280 =8k
(o, nz)LZerq(M,E,g,p) + (aE,m,q,maxg"’ aE,m,q,maXnz)LZQ’"»‘IH(A,E\A,h,p)

= (¢, m2)r2@ma(M.E g,p) = O-

Hence, 7, € Bandthus n; =0andn; =w since ; —w =11 € ker(gi—’ﬁn’q’mm) N B ={0}.
Finally, let {wg }xenv C B be a bounded sequence with respect to the graph norm of (11).
Thanks to the inclusion B C A and the continuous inclusion L2Q™4+1(4, E |4, h, p) —
L2Qm™4+t Y (M, E, g, p), we know that {wy }xen C A and that it is bounded with respect
to the graph norm of 52[’:” ¢~ Since (14) is a compact inclusion, there exists a subsequence
{VitkeN C{wx }ken and an element ¥ € L2Q™4(M, E, g, p) = L>Q™ A, E|4, 2|4, p|4)
such that Y — ¥ in L2Q™9(A, E|4, gla, pla) as k — oo. Summarising, given
a sequence {wg}xeny C B, which is bounded with respect to the graph norm of (11),
we have proved the existence of a subsequence {Vj}ren C {wg}reny and an ele-
ment ¥ € L2Q™9(A, E|4, g4, pla) such that ¥y — v in L2Q™9(A, E|4, g|a, pla) as
k — oo. We can thus conclude that the Green operator
Ggn D L2QMIT(AL E g, hla, pla) — LPQ™(A, El4, gla, pla)

aE,m,q,max
is compact as desired. ]
Let us now consider M x [0, 1] and let p : M x [0, 1] — M be the canonical

projection. Let gg € C®°(M x [0, 1], p*T*M ® p*T*M) be a smooth section of
p*T*M ® p*T*M — M x [0, 1] such that:

(1) gs(JX,JY) =gs(X,Y) forany X,Y € X(M) and s € [0, 1];

(2) g5 is a Hermitian metric on M for any s € (0, 1];
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(3) go =1
(4) there exists a positive constant a such that gg < ags for each s € [0, 1].

Roughly, g5 is a smooth family of J-invariant Riemannian metrics that degenerates
to h at s = 0. Note that (A4, g5|4) is parabolic for any s € (0, 1]. Examples of such
families of metrics are easy to build. For instance, if f(s) is a smooth function on
[0, 1] such that f(0) =0, f(1) =1 and 0 < f(s) <1 for each s € (0, 1), then g, :=
(1 — f(s))h + f(s)g satisfies the above requirements, see [5, Proposition 4.2]. Let
Fs € C®°(M x[0,1], p*End(TM)) be a section of p*End(TM) — M x [0, 1] such that
g1(Fs-,-) = gs(-,-) for each s € [0, 1]. Clearly, F; = Id and Fj is self-adjoint and posit-
ive definite on M with respect to g; for each fixed s € (0, 1]. Following the notations of
Section 2.1, we have G := (Fs_l)t and the induced operators

G;;g € C®(A4 x[0,1], p*End(A*°(A4))) and Gg;g € C®(A4 x [0,1], p*End(A%? (4))).

The first main goal of this subsection is to show that the family of Green operators

{Gggl 85 } converges in the compact sense to G, 1 as s — 0. To prove this, we need
E.m.q aE,m,q,max
some preliminary results.

Proposition 3.3. There exists a suitable constant v > 1 such that the identity map
Id: QI9(A, E|q) — QP9(A, E|y) gives rise to a continuous inclusion

i L*QM™9(A, Ela, gsla, pla) = L*Q™9(A, Ela, g1l4, pla).
which satisfies the following inequality:
I 12 2gmaca,Erpginoin < V1O 20m s 4, Elg Lol (15
foranys €[0,1],g=0,... mand w € L2Q™4(A, El4, gs5la,pla)-
Proof. This follows arguing as in [5, Proposition 3.1 and Lemma 4.1]. ]
We also have the following family of uniform continuous inclusions.

Proposition 3.4. There exists a suitable constant a > 0 such that the identity map
Id: QI9(A, E|q) — QP9(A, E|y) gives rise to a continuous inclusion

i: ngm,q(Aﬁ E|Av gOlAv 10|A) — LZQm’q(A» ElA’ gS|A7 plA)»
which satisfies the following inequality:

2 2
ol z2gmaaEly.gslaml = ANONL20maca £ 14 gola0la) (16)

foranys €[0,1],g =0,... mand w € LZQm’q(A,E|A,g0|A,p|A).

Proof. This follows arguing as in [5, Proposition 3.2]. ]
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We now recall the following convergence result.

Proposition 3.5. Let {s,}nen C [0, 1] be any sequence such that s, — 0 as n — oo.
Consider the Hilbert space L*Q™49(A, E|4, gola, pla) and the sequence of Hilbert
spaces {L*Q™9(A, E|a, gs,la. pla)}, o Let € := L2Q™9(A, E|4. gola. pla)
and for any n € N, let &1 : € — L2Q™49(A, E|a, gs, |4, pla) be the identity map
Id: L2Q™49(A, E|a, gola, pla) — L2Q™9(A, E|4, gs, |4, pla), which is well defined
thanks to Proposition 3.4. Then

{L2S2m’q(A,E|A,gsn|A,,O|A)}neN convergesto L*Q™9(A, E|4. gola. pla)
in the sense of (8).

Proof. This follows by arguing as in [5, Proposition 3.3]. ]
We have the following immediate consequence.

Corollary 3.1. Let w € L>Q™9(A, E |4, gola. pla) be arbitrarily fixed. Then the constant
sequence {wy neN, Wy := w,viewed as a sequence where w, € L>Q™9 (A, Ela,gs,|4.pla)
forany n € N, converges strongly in the sense of Definition 2.1 to w as n — oo.

In the remaining part of this section, we investigate the compact convergence of the
operators Ge1.¢s and Gggs » ,as s — 0. To this aim, we need to prove various preliminary
. E.m,q E,m,
properties. e

Lemma 3.1. Let ¢ € QIatl(y, E|4) and let {sy}nen C (0, 1] be a sequence tending

to0asn — oo. Then N
781,85y 5t F81,h,t
8E,m,q ¢ — aE,m,q¢

~81:8sn >

— ,h, .
as n — 0o, that is, {BE’m’q t(]ﬁ} converges weakly to B%I’m’;qb in [*Q™4(A,E|4,814.pl4)

asn — oQ.

Proof. Let f : A x [0, 1] — R be the function that assigns to any (p,s) € A x [0, 1] the
square of the pointwise norm of 5%1,’,?;(;5 in p with respect to g; and p. By the facts
gs € C®(Ax[0,1], p*T*M @ p*T*M) and ¢ € Q"' (A), we know that f is continu-
ous on A x [0, 1] and supp(f) C supp(¢) x [0, 1]. In particular, supp(f) is a compact
subset of 4 x [0, 1]. Therefore, there exists a positive constant b € R such that f(p,s) <b

for any p € A and s € [0, 1]. This latter inequality tells us that

781,85y 5t 2
19 ma @l L20maalnginoin = /;f(Pﬁs) dvolg, < bvolg, (4)

781,8sn 5t
for any s € [0, 1]. Now, as we know that {||8E’qu ¢||L2$2"‘"1(A,E|A,g1IA,pIA)}nEN

bounded sequence, to conclude the proof it is enough to fix a dense subset Z of

is a
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L?Q™49(A, E|4, g1]4, pla) and to show that

81:8sn > =81,h,t

. t
Jim (0,05 50" b)agmaca, £l ol = (@ OEma®)r2amaa g lyeol

for any w € Z. Let us fix Z := QU"9(A, E|4) and let o € Q¢"Y(A, E|4). Thanks to

Proposition 3.5 and Corollary 3.1 we have

~8158sn >

t p—
lim (w, 0 = lim (9 w
n—>oo( PR E,myq ¢)L252’”"1(A,E\A,g1\A,P|A) n_>oo( E,m.q ’¢)L29’”"”‘(A,E\A,gsn l4,014)

= (0E.ma®. ®)2qma+i (4,4 hiasle)

=81,h,t
= (@0, 0E g ®)r2@ma(a Elperlasle)

as desired. ]
The next lemma provides an extension of Proposition 3.1.

Lemma 3.2. For each s € (0, 1], the following three operators coincide:

ggl’gs
E,p,q,max/min

A L2QPUM, E, g1, p) — L2QPITY (M, E. g, p), (17)

D L2QP9(A, E |4, gla. pla) = LPQPIT (A, El4. g5la. pla);

with (17) the unique closed extension ong,p,q (QPIY(M,E) — QPATY(M, E) viewed
as an unbounded and densely defined operator acting between L?>*QP9(M, E, g1, p)
and L?2QP4TYY (M E, g5, p).

Proof. This is an immediate consequence of Proposition 3.1 and the fact that g; and g;
are quasi-isometric for each s € (0, 1]. |

As in the proof of Proposition 3.2, we define B;‘,’,l,(}h C L?2Q™4(A, E|, g1, pla) as

B =81k L =81k
B’é',llsq T (ker(aE,m,q,max)) N @(aE,m,q,max)'

When s € (0, 1], we consider the operator (17) and in analogy with the above construction,
we define B C L2Q™9(A, E|4, g1]4, pla) as

81,85 1 ~81,8s
BELE = (ker(aE,m,q7 )y N DOp g

Lemma 3.3. For each s € (0, 1], we have

ker(gil”,ijq) = ker(ﬁil,’,ifq) and B ' = BRUEs foreachs € (0, 1].

If s = 0, we have

81,81 =81,h h
= g1, 81,81
ker(dg m.q4) = ker(0g 1 4 max) and By, C Byl
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Proof. When s € (0, 1], the above equalities follow immediately by Lemma 3.2 and the
fact that g, and g, are quasi-isometric for each s € (0, 1]. When s = 0, the above state-
ments follow by Propositions 2.1 and 3.4. ]

Corollary 3.2. For each s € (0, 1], the Green operator
G a CL2QMITY M E, g5, p) = L?Q™9 (M, E, g1, p)
exists and is compact.
Proof. This follows immediately by Lemmas 3.2 and 3.3. |

Lemma 3.4. For eachs € (0,1], let A5 :3* be defined as

agl 28
195 gl L2gm. THAEgslapla)

A= infg .
0F#n€ By [7]2gm. 4(A,E|a.8114,0l4)
Similarly, let
=81,h
gih . . HaE m.q, mdxr’”LZQ’" 4t1(A4,E|4,hl4, pla)
/\m,’q = inf )
0#£neBal; 1]l L2gm. 4(A,E|4,8114,014)

Let v > 0 and a > 0 be the constants appearing in (15) and (16), respectively. Then,
we have

0 < ASLEY < UASLE < JavAElh
foreachs € (0,1landq =0,...,m

Proof. The inequality 0 < A %" follows by the fact that the operator

81,8
0 mg - L*Q™(A, El4. 8114, pla) > L2Q™ T (A, E|4. g1]4. pla)
has closed range. Let us show now that A5 %' < /vAs F* for each s € (0, 1]. Thanks to

Lemma 3.3, we know that B, ;** = B5':¥" and 821::1‘]17 =958 g foreachs € (0,1] and

n € B3 In this way, by Proposition 3.3, we obtain

_glygs
\/_Agl 85 o inf “/_” E.m ‘InHLZQ’” 4+1(A,E|4,8514,0l4)

0£ne Bl I ’7”L2szm»q(A,E\A,g1 la-ol4)

\/_” ai?lrilqn HLZQ’""I“(A,E\A,gs laspla)

= inf
0£neBy ! Hr’||LZQ’"’4(A,E|A,81|A,P\A)
198 a7 21 4.8 g1
N 0£n€Bsl ||77||L2Qm"1(A,E\A,gl\A,P|A)
— Aglagl

my,q -
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We now tackle the remammg inequality. By Lemma 3.3 we know that B,é;,lil C Bf’,r,l,,’lgs

and 3? ’,isq = BgEI’m,q max?] foreach s € (0, 1] and n € B,‘g,f;l . In this way, thanks to Pro-

position 3.4, we obtain

=g1,h
\/_)kgl’ . inf f”@ m.,q, maxn”Lsz It1(A,E |4,h|4,0l4)
0#£neBy, h }r/”LZQ""‘?(A,EIA,gllA,P\A)
|| glsgs ||
inf E,mqL2@ma+1(4,E|4,g514.0l4)
Ogér;er;’,l,q’h ” 77||L2va‘1(A,E\Aagl l4p14)
781585
> ” Ig m,q,’7“me,qﬂ(A,EIA,gxIA,p\A)
B 0£neBsLES H rl| L2Qm-9(A,E|4,8114.014)
— )’fnl’,qgs
for each s € (0, 1]. "

We now have the first main result of this section.
Theorem 3.1. Let {s,}nen C (0, 1] be any sequence such that s,, — 0 as n — oo and let

Geraon : L2Q™ Y (M. E.gs,.p) — L?Q™ (M. E. g1.p)

be the Green operator of 8E ’gS" D L2QMA(M, E, gs,, p) — L*Q™4YY(M, E, g5, , p).
Then
Gyer8m — G compactly as n — Q.
E.m,q 8E m,q,max

Proof. Let {ns,}nen with 05, € L2Q™9T1(A, E|4, g, 14, pla) be a weakly conver-
gent sequence to some 7 € LZQ’”"H'I(A Ela, hl|a, pla), as n — oo. Let 14,1 be the

orthogonal projection of 7, on 1m(8 E ,i q) and let 7y, » be the orthogonal projection

~81:8sn )

of 7, on (1m(8 E.m Analogously, let n; and 7, be the orthogonal projection of n

g1, L .
on 1m(8 5 m qmax) and (1m(aE'm qmax)) , respectively. We have Ggil,gsn Nsp2 = 0 =
s s ,q

Gfg 1, for each n € N. Thus, to prove this proposition, we have to show that

E ,M,q ,max

Gagl T Ggg1 o om in L2Q™Y9(A, E|4, g1l4. pla) as n — oo.
E.,m,q,max

As a first step, we observe that there exists a constant ¢ > 0 such that

75w, |l L2@mat1 (4, E s gonlapla) = Msu |l L2@mat1 (4,14 00 14000) = €
neN’

for each n € N, see Proposition 2.3. Now consider the sequence {Gglél’gsn nsn}
SMm.q
and so by Lemma 3.3, we obtain

By construction, we have Ggeion 15, € € Bry™

G115, € By and
E.m.q

781,81 781:8sn
aE m q(Gam gxn Ns,) = 8E m ‘I(Ggil,’fsq" Ns,) = Nsp,1-
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In particular, by applying Proposition 3.3, we obtain

781,81
|05 m.a(Gazreon ns) | L2gmass (4. E Ly Lapla)

= Msu1lL2@ma+1(4,E 14,81 14.010)

\/;”nsn,l

Moreover, by Lemma 3.4, we have

IA

|L2@ma 1 (A,E g lavola) = VVE

” Gé‘;{;ff; Nsn “LZszm,q(A,E|A,g1|A,p|A) = ” Gﬁi{;ff; Nsn,1 HLZQ’":‘I(A,EIA,gllA,pIA)

%

Wt lr e a Elpn ol = s
Agl,gs ns sE1A>85pn145P1A Agl,gl
m,q m,q

Cc

for each n € N. We have just shown that {Gg? #sn N, } C Bi'a®' is a bounded sequence
sm.q

. 781,81 . . .
with respect to the graph norm of dg ,, ,. Since Gg%l’;ilq is compact, there exists a

subsequence {7, }nen C {Sninen and elements € L2Q™9(A, E|4, g1l4, pla) and
X € L>QM™9T (A, E|4. h|a, pla), such that

Ggilagl Nrp,1 — 1// in L2Q ’q(A, E |Asg1|A,P) asn — 0o
m.q
Nra1 — X Weakly as n — oo.

Now, to complete the proof, we have to show that

—g ’h
Y e Brérrtl,;]h and 8El,m,q,maxw =X=mn-
Let ¢ € Q971 (A, E|4) be arbitrarily fixed. By Lemma 3.1, we have

81,0t
(w’ 8E=m=q¢)L29”‘"1(A,E\A,gl l4,0l4)
. 81,8t
= lim (G,
n_)QQ(Gai{’sz a1 aE,m,q ¢>L2Qm"1(A,E|A,gllA,p\A)

81,8y

= im0 ma Ggtyn r)- Blagmas 4 Elu gy a.ol

n—>oo
lim
n_,oo<n’"’1 ’ ¢)LZQ’”"1+1(A,E\A,grn l4:p14)
= (X P)L2@mat1(A,E|4,hpl0)-

—=g1,h 781,

h
This shows that ¥ € D(dg 4 ma) and that dg , o 0¥ = x. Now, considering any

=81,h . . =81,k 781,85
a e ker(a‘?,m,q,max) and keeping in mind that ker(ail’m,q’max) = ker(a‘zl,,i,q) for each

s € (0, 1], we have

(@ V) 2gmaa Bl ool = Mm@ G M) L2@ma(a Elurlaol = O
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—g1,h

Hence, we can conclude that ¢ € B;‘,’ll,’qh and that af;{m’ g.max¥ = X. We are left to show that
. =gLh oo S . gLk

nm = x.Leté e un(B%I,m’ 4.max) D€ arbitrarily fixed. Keeping in mind that 1m(8§’m, gumax) C

im(gil”,if:;) for each n € N, we have

(& O r2amart (.l hlapl = MM (6, 1) 120ma+1 (4, E 4,1, La0la)

n—

= Hm (&, 11, ) L2Qmat1 (4, E 4,81, |4.010)

(.M L2@ma+1(A,E | 4.hl4.0l4)

= (§. m)r2@ma+t1(4,E|.hl4.0l0)-

. . &Lk
In conclusion, for each § € im(dg ,, 4 may)> W€ have

(& X)L2@ma+1(4,E|0,hlapla) = (& M) L2Qma+1(4,E|0,hl4,014)

and so we can conclude that n; = y. Therefore, we have shown that v € B;‘;’,l,,}h and

81,0 . .. .
that Bil,m,q,maxl/f =y =, that is, ¥ = G_¢,» 1. Summarising, given a weakly

BE,m,q,max
convergent sequence 75, —> 1 as n — oo with 5, € L?Q™4YY(A, E|4, g5, 14, pl4) and
ne L*QmI (A, E|4,h|4, pla), we have proved the existence of a subsequence {r, }nen
such that
Gergra )y, = G-
ai{’i’;{ 77rn ai‘l,;:,q,maxn

in L2Q™4(A, g1|a. E|a. pla) as n — oco. Now if we fix an arbitrary subsequence
{€n}nen C {Sn}neny and we repeat the above argument with {n; }nen, we obtain

a further subsequence {fn}nen C {{n}nen such that Gyerewmns, — Gggl,h n in
Em,q E.,m,q,max

L?>Q™9(A, g1|4, E|4, pla) as n — oo. Clearly, this allows us to conclude that

GggEl,gs,, Ns, = Gegrn 1 in L2Q™9(A, g1|4. Ela.pla) as n — oo
m.q

8E,m,q,max
and therefore,
Gyer8m — G compactly as n — oo. |
E.,m,q aE,m,q,max
The next goal is to establish the compact convergence of the sequence {Gggs,, y

. oy E ,m,q,max

t0 G . To do this, we need other auxiliary results. s
E.,m,q,max

Lemma 3.5. Let ¢ € QZ""IH(A, Ely) and let {sp}nen C (0, 1] be a sequence tending

to0asn — oo. Then Y wh
=8sp Nt =h,n,t
8E,m,q ¢ - aE,m,q¢

strongly as n — o0o.

Proof. As a first step, we want to show that over A and for each s € [0, 1] the

=8s5hst . " =81,h,t . .
operator dp ,, . can be written as the composition of dp ,, . with an endomorphism
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of A"™4(A) ® E that depends smoothly on s. We then use this decomposition to tackle
the above limit. As usual, let p : A x [0, 1] — A be the left projection and let S5 €
C=(Ax[0.1].End(p*A™4(A) ® p*E)) be defined as S;" := det(G¢')) ® Gl @ Id.
Note that Sy"? is the family of endomorphisms of p*A™9(4) ® p*E such that
8smq.p(®®) = g’f’m’q,p(SSm’qO, o). The previous equality tells us that

g:,m,q,p((ssm’q)_l” ®) = g1 mqgp(®*),

which in turn implies that (Sg"%)~!

each fixed s € [0, 1]. Besides S, let us also introduce 7,7 := Id ® G&? ® 1d. Clearly,
also T,"7 € C°(A x [0, 1], End(p*A™9(A) ® p*E)). Given any ¢ € Qo 9(A, E|4)
and ¢ € QU7 (4, E|4), we have

is fiberwise self-adjoint with respect to g:’m,q’ p for

(3E,m,q(ﬂ ¢)L29””‘1“(A,E\A,hlA,plA)

—=g1,h,t
= (0. 0E m.q®)L20ma(A.ELyg1la0lr)

= /ngrmqu(¢,35};q¢)dvog1

/gsm,qp Sm q) @, aqu¢)det Z(F)dvolgs

I
N

/ gs m,q,p (P (Sm,q) (ail;n’qq')))det_i(F ) dVOlgS

'

—1 —=g1,h, 1
/ Zrmap(. (AeU(GEY) ® G2 @ 1d) ™ (B, ®))det™ 3 (Fy) dvoly,

N

_1 . =81,h,
[ s,m,q,p (p (Id ® G ® Id) 1(3}251,,”’;(]5)) dVOlgS

A
&1,
= M gsm 4,0 (P (Tm’q) (8Elm q¢)) dVOlgs
—g1,h,t
= {o. (17 O n qd’))LZW(A Ela.hla.gsla)

Summarising, we have shown that for each ¢ € Q7(A, E|4) and ¢ € Q9T (A, E|4),
we have

< =g1,h,t

(08.ma: ®)ragmass . zlomiaoly = O T Opmg®)L2gmaa£lysbi0l0

and thus we can conclude that, for each s € [0, 1], it holds

ssh,t Jhot
Tomg = (T 0y (18)

In particular, for s = 0, we have

—h,h,t m,g\—1 —g1,h,t
8qu (TO ) 8qu
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We are now in position to show that given any arbitrarily fixed ¢ € Qmtha (A,E|4)and a

. =8&sn hst shsh.t
sequence {s, }neN C (0, 1] with s, — 0 as n — oo, we have 8ES,"m,q ¢ — 0g 1 4@ strongly

as n — oo. To put it differently, thanks to (18), Proposition 3.5 and Corollary 3.1, we have
to show that

. —1,381:h.t Jg~—1,781:h.t
Jim [T ™ O inig#) = 05 (T3 D) ™ O g ) | L2gma a1y Loty = O

—g1,h, .
Let us denote ¢ := ail,m’;¢. Since
QP L2Q"™ (A, E|a. hla. pla) > L*Q"™(A, E|4. g5, 4. pla)

is nothing but the continuous inclusion induced by the identity Id : Q¢"9(A, E|4) —
Q"1 (A, E|4), the above limit amounts to proving that
. s —1 m,g\—1 —
nlggo” ((T;: ! —(To™) )(I’[/)HLZQ""‘I(A,EM&" l4:pla) 0.

Let us define the function f : A x [0, 1] - R as

f(p.s) = [(TD ™ = (1) ™HY)

2
Shmanp (P)

In other words, f is the function that assigns to each p € A and s € [0, 1] the square of
the pointwise norm of the section (7y )~ (y) — (T;"?) "' (y) in p with respect to g
and p. Note that f € C2°(A4 x [0, 1], R) and for each fixed p € A we have

lim /(p.s) = 0. (19)

In this way, we obtain

. a\—1 &1t m,gy—1,581:h:t 2
nlggoH(T;"n R (8E9m,‘1¢) - (TO ) (aE,m,qd)) ”LZQm"f(A,EIA,gsn l4,0l4)

= lim [ (73"~ = (17" ’q)_l)(l/f)“imw(A,Eu,gs,, Lsola)
= lim / (T D™ = (15" ) ™) (W)
A

n—>00

= lim [ f(p,sn)+/det(Fy,)dvolg,.
n—o0 A

2
dvol
8snm.a.0 Esn

Observe now that det(Fy) € C*°(A4 x [0, 1], R) and therefore, we have f(p,s)+/det(F) €
C:(A x [0, 1], R). Thus, by the fact that volg, (4) < oo, we can apply the Lebesgue dom-
inated convergence theorem and (19) to conclude that

lim /f(p,s,,)\/det(an)dvolg1 :/ li)m f(p.sn)+/det(Fy,)dvolg, = 0.
n—>oo A An (0]

L F&snshst whiht .
Summarising, we proved that 0 Es"m q® = OF 4@ strongly as n — oo, as required.  m
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Lemma 3.6. Let {sn tnen C (0, 1] be a sequence with s, — 0 as n — oo. Let {5, }neN,
gsn 5
with s, € ker(d

E.m,q,max)> b€ a weakly convergent sequence to some

Y € L*Q™9(A, E|4.hla. pla)
—h,h
asn — oo. Then \ € ket(Ig 4 ma)-

—h,h
Proof. To prove that { € ker(dg y, 4 max)» W€ have to show that

—h,h,t

(‘/’ aE m,qd’)LZqu(A Elq,hla.0la) — =0

for each ¢ € Qmatl (A, E|4). Thanks to Lemma 3.5, we have

—h,h,t —8&snoht

(V- IEmaP)2amaca plonm = A0 Vsr OEimg Bliaomaca Bl laol
_ gSna _
- ,,ll?éo(aE m.q, maxl/fs'*’¢>L29’""1+1(A,E|A,gsn l4.0la) —
~Zsm o
as Y, € ker(aE m.g. ma)- [

To state the next result, we need some auxiliary notations. Let s € [0, 1] and let us
consider the orthogonal decomposition

S S 1
L2Q (A, Ela. 8511, pla) = Ker(Tf g ) @ (ker@ g ) - 20)

We denote by 7, and 4 the orthogonal projection on ker(&,}gs;n g.may) and (ker(&és;n gmax) *

respectively.

—h,h
Lemma 3.7. Letn € (ker(aE’m’q’max))J‘. Then given any sequence {sp}nen C (0, 1] with
Sp — 0asn — oo, we have
Tsp (qD?,l:q (71)) -
strongly as n — o0o.
Proof. Let Y, := s, (Ps,(1)). Then v, € ker(&?"m .g.max) and in order to prove the
above lemma, we have to show that v/;, — 0 strongly as n — oo, that is,

Jim (1Y, L20ma(4,E 14,850 1a.010) = O-
Thanks to (16), we know that {1/, } is a bounded sequence as

Vs, | L2@ma (A, E 1400 1as010) = 1 Psa (M| L2210 (4, E 14,855 14.010)

< alnllLz@ma(a,E14,h14.014)
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for each n € N and thus there exists a subsequence {V/, } C {¥s,} such that ¢, — ¥
weakly as n — oo to some ¥ € L2Q™9(A, E|4,h|4, pl4). We claim now that ¢ = 0 and
that ¥, — 0 strongly as n — oc. Indeed, we have

im (Y, 707, (P, (M) L20m4 (4. 1.1, |4.010)

. 2 _
Jim 1, 12 @maca, B g Lol = 5

= nli)ngo(wrnv @, (”))LZQ’""I(A,EIA,gm laspla)

= (V. m)r2@ma(a,Eluhlaol) = 0-
Note that the second-to-last equality above follows by the fact that ¥, —  weakly and
®,, (n) — n strongly while the last equality follows by the fact that n € (ker(ﬁlgﬁn’ q’max))L

—h,h . .
and ¥ € ker(0g ;4 max)» S€€ Lemma 3.6. Now, if we fix an arbitrary subsequence
{Vs} C{Vs,} and we repeat the above argument with respect to {{y }, we find a sub-
sequence {Y,s } C {, } such that

Jm (1Y [l L2@ma 4,E14.8,, 1a0la) = O-

Summarising, every subsequence of {1/, } has a further subsequence strongly convergent
to 0. We can thus conclude that v;, — O strongly as n — oo. ]

We now have all the ingredients to prove the next result.
Theorem 3.2. Let {s,}nen C (0, 1] be any sequence such that s, — 0 as n — oo and let

Gasyun  + L*Q™ITN(A Ela, hla, pla) — L2Q™9(A, Ela, gs,14. pla)

3qumax

be the Green operator of

gSnsh

Vg mgumax : L2 (A, E|g. gs, 4. pla) > L*Q™4 (A, E|4. hla. pla).
If
G D LPQMITY (A E g, hla. pla) > L?Q™9(A. E|4. hla. pla)
E ,m,q,max
is compact and 1m(8E mog.max) = 1m(af;1’m g.max)> then
Ggnii = Gopi compactly as n — oo.
8E m,q,max E,m,q,max

Proof. First, we observe that by the assumptlon 1m(8 E m,qgmax) = 1m(8§51’m gmax)s We

obtain immediately 1m(8E m,q’mdx) = 1m(8E m,q,max) for each s € (0, 1], as g5 and g are
quasi-isometric for every s, s” € (0, 1]. Now, let {an }nen C LZQ™9TY(A, E|4.h|a. pla)
be a weakly convergent sequence to some o € L2Q™9V (A, E|4, h|a, pla), that is,
ap — ain L2QM™IT (A, E|4, h, pl4) as n — oo. Let us define B, := G o, and

B:=Ggyu  o.Since we assumed that B amax
E ,m,q,max
Garn 1 L2QMITN(A, E|g 4. p) — L*Q™(A, E|a. hla. pla)

E ,m,q,max
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is compact, we know that B, — B in L2Q™9(A, E|4, h|4, p|4) as n — oo. Let us now

define B, := Py, (,Bn) € L?>Q™4(A, E|4,gs,|4,pl4). Thanks to Proposition 2.1, we know

that B, € i)(aif"n; g.max) and

=8sph
aE m,q, maxﬂsn aE,m,q,maxﬂn =0n,

. — . ahih -
with o, 1 the ortho gonal projection of o, onim(dg ,, 4 max)- Note that the above equalities

and the fact that 1m(8 E mg.max) = 1m(8§"m g.max) for eachn € N imply

Tsn (ﬂSn) = agsn h Un

E ,m,q,max

for each n € N, with t,, defined in (20). We are in a position to prove that Gggs,, noay—p
E,m,q,max

strongly as n — oo. Thanks to Proposition 3.5 and Corollary 3.1, this means that we have
to show that

nli>nolo” 5 (B) = G?g";n”hq’mxa" ||L2Qm"1(A,E\Asgs,, la-pla) — 0.
‘We have
” s, (B) — GE‘;‘,';,;,’;’maxa" HLZQ”‘"I(A,E\A,gs,, la-pl4a)
= [ ©5,(B) =75, (Bs.) |L2szm’q(A,E|A,gsn l4:014)

= || @5, (B) = 7, (s, (B)) + 5, (D5, (B)) — T, (Bs,)

=< ” cbs,, (,8) — Ts, (q)s,, (,3)) “LZQ”’"I(A,ElA,gsn La,ola)

‘ L2Qm4(A,E 4,850 4-0l4)

+ 750 (@5, (B) = T, Bsu) | L2gma . £y g 1al)
= |5, (B) = 75, (P, B) | L2 gma a1 s, 1a.0k0)
[, (B) = @5, (B) | 2ma a1, Lol
(by (16)) = @4, (B) = 7o, (P, (BN | L2gma . 1, 5, Lol
+allB =Bl Lagmaalanin
We have already seen above that

nlggo”/g Bn ||L2szm’q(A,E|A,h’P) =0

Moreover, by applying Lemma 3.7, we know that

nlggo|| s, (B) — 75, (s, (B)) ||L29m,q(A,E|A,gSn li.o) — 0.

Summarising, we proved that

lim | ® -G =

n—00 || Sn ('B) Ga‘?” }; maxan ”LZQ’"’[I(A,E |4:&sn |4,0) 0

and so, we can conclude that G_¢,, v — G_nn compactly as n — oo. ]
3E m,q,max aE JM,q,max
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. . . =hh . =gk
As in Theorem 3.2, we continue to assume that im(dg ,, 4 max) = 1m(8§;,m,q,max). For
each s € (0, 1] let us consider the following orthogonal decomposition:

L>Q™9(A, E|a. gsla. pla)
21

=8s5h 81,855t 81,85 =85, h.t
(ker(aE m,q, max) n ker(aE] m,q— l)) D lm(aE] m,q— l) ® lm(aE ,m,q, mm)

and let

T L2QM (A, Elg, g, pla) — ker(@ g mad) N ker@5 500 )

and

781:8s

JTIsq LZqu(A E, gSsp)ﬁlm(aqu 1)

be the orthogonal projections on ker(aé’;’m gumax) D ker(dp ’,is;l ) and im(3% ’,isq "

induced by (21). For s = 0, we consider the orthogonal decomposition

L*Q™9(A, E|a.hla. pla) )
h,t —h,h,t
(ker(aE m,q, max) Nke r(a?m q—1 mm)) D 1In(aE m,g—1, mdx) D lm(aE m,q, mm)

and the corresponding orthogonal projections

,ht
 L2Q"™9(A, E |4, hl4, pla) ﬁker(aqumax)ﬂker(B‘?mq )

and
L L2QM(A, E |y h im(3%"
7,0 - ( ’ |Av |Av PlA) - lm( E,m,q—l)'
The last goal of this subsection is to show that 77";! — 7" compactly, as n — +-oo.

Lemma 3.8. Let {s,}nen C (0, 1] be a sequence with s, — 0 as n — oo. Let ¢ €
—h,h =g1,h,
ker(dg m g.max) N ker(ail,m’;_l,min) be arbitrarily fixed. Then

T s (@) — ¥
strongly as n — o0o.

Proof. Thanks to Corollary 3.1, we know that ®5 ¢ (¢) — v strongly as n — oo.
Thus, we need to show that both 7} s’q(CDSn’q(w)) and @37 (y) — nK - T (@59 (y)) —

’q (CIDSn’q (¥)) converge strongly to 0 as n — oo. By Proposition 2.1, we know that

sy € ker(aés"m .g.max) for each n. Hence,

QP (Y) — mgg (P51 (Y) — ) (@54 () = 0

for each n and consequently

O (W) — g L (PP (Y)) — 7 (P () — 0
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strongly as n — oo. Concerning 7; Sq (5.4 (¥)), we know that
720 (@5 OV L2 B ol S NP5 O L2@anaa, Bl 1asle)
< a| V| agmaca £pmial
see (16). Thus, {n}"sq (®5:9(¥))}nen is a bounded sequence and therefore by Proposi-
tion 2.2 there exists a subsequence {7;" Ty (@:",’l YWD} en C 7515 (¥))} ey and
an element Yo € L2Q™9(A, E|4, h|4. p|4) such that

7 (@ (W) — Yo

weakly as n — oo. Since 7}’ (d>m 1)) e 1m(8E1 mS; ) and 7' ((IDm 1)) — Yo
weakly as n —> 00, wWe can argue as in the proof of Theorem % 1 to conclude that

Yo € 1m(8E m.g.max)- We want to show that ¥ = 0 and that 71’ (CDm ?()) — 0 strongly

asn — oo.Let B € 1m(8§31 m.q.max) D arbitrarily fixed. We have

<l/f0,ﬂ)ngm,q(A,E\A,hlA,P\A)
. m,q ;g h,q m.q
= Jlim (77" (@ W) B agmaa Elas,y ool

(q) ’q(W)) + 7TK sh (cbm q(w)) q)s,, (ﬂ))ngmq(A Ela.gy laspla)

n (7"
= lim (® o, ’q(lﬂ) % ’q(ﬂ»Lzszmq(A Ela.gy l4-014)
= (y.B) 0

Note that the first equality above follows by the fact that nm’q (CIDm’q (V) — Yo weakly

and @, "4(B) — B strongly. The second equality is a consequence of the fact that
o5 q(,B) € 1m(8i~l’,§sq) as 1m(8i~l’m gmax) C 1m(3§1’,isq) for each 0 < s < 1. Finally, the
third equality follows by the fact that &7 () — 7% (74 () — 7"/ (@77 () = 0

for each n. We can thus conclude that Yo = 0 as (Yo, B) r2Qm.a(4,E|4,hl4.0l,) = O for any

= hm

L2Qm4(A,E|4,hla.0la)

—=g1,h
arbitrarily fixed 8 € im(a‘;m’q’m). We are left to show that 71}"5’7 (g (¥)) — 0 strongly
as n — oo. To this aim we have

Jim (7" (@04 (v). 7" (@5 (V)2 gma a1, gy 140la)

= ILHQJ”;?;;‘,] (@5 ). 7 g (P W)+ 7 3 (PG WD) Lagmaa 14, oo

n
_ mq qamd m.q
= Jim (x5 (95 (). & (‘/’))me’q(A,Eu,gs;l\A,pu)

= (V0. V) r2gmau, £l blasln = O

In conclusion, 71 (d>m ?(y)) — 0 strongly as n — oo. Now, if we fix an arbitrary

subsequence {ry }neN C {sn}nen and we repeat the above argument, we conclude that
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there exists a subsequence {r; }ner C {u}nen such that 7y, (@;'f’q (¥)) — 0 strongly as
n — 0o. We can thus conclude that 77" (@Y (¢)) — 0 strongly as n — oo and hence

that 7z (5,7 (7)) — ¥ strongly as n — oo. n

Lemma 3.9. Ifdim(Hg’;’q(M, E)) = dim(Hz”%q‘ (A, E|4,h|4,pla)), then for each s €
(0, 1] the linear map »Omax

, =81,h.t =h.h 781,855t =8s:h
n,';”sq 0 @ ker(dg pg—1.min) VKO 1 g man) = ker(8E’qu_1) N ker(ag,m,q,mx)

is an isomorphism.
Proof. By assumption, we know that g and g; are quasi-isometric for each s € (0, 1] and
. =gLh . =hh . .
that 1m(8‘?,m,q_1,max) =m0 41 max) i0 L7Q2"9(A,E|4.h|4. pl4). This tells us that for
¢ 9h . q Ssh .
each s € (0, 1] we have im(agEI’m’qfl’max) = 1m(82’m’q71,max) in L2Q™9(A,E|4,h|4,p|a)
and thus

QM4 L2Q"™4 (A, E |4, hla, pla) — L*Q™9(A, E |4, gsl4, pla)

induces an injective linear map between the L2-3-cohomology groups

=h:h . gLk 28sh . A81,8s
@T,q : ker(aE,m,q,max)/lm(aE,m,q—l,max) g ker(aE,m,q,max)/lm(aE,m,q—l)' (23)

Note that we have

. , . =h.h . =8Lh
dim(H5 (A, Ela, hla. pla) = dim(Ket @5 g m) iTE 11 mes))

. ~8s:h . Ag1,8s
dlm(ker(aE’m’q’max)/1m(8E1,m’q_1))

. —g1,8 . 81,8
dlm(ker(aEl,mjq)/lm(aEl,mjq—l))

IA

IA

m(H." (M, E)

di
dim(Hg:’n;‘f (A, E|4., |4, pla)).

We can thus conclude that (23) is an isomorphism for each 0 < s < 1. Thanks to (21) and
(22) we have isomorphisms

=81,h,t =h.h =h.h . =81h
ker(aE,m,q—l,min) N ker(aE,m,q,max) = ker(aE,m,q,max)/lm(aE,m,q—l,max) (24)
and N N
81,855t s s . 81585
ker(0g 1 g—1) NKer(Ig 1 g max) = Ker(0g 1 g max) /1ML 1y 4—1)- (25)

. . =8&1,h,t wh.h . .

It is easy to check that if o € ker(0 El,m, g—1,min) NKeT(Og 1 4 max) 18 the unique represent-
. =8&1,h,t =h.h =h.h . mgLh

ative in ker(dg 41 min) N Ker(Og 1 g max) OF [@] € ker(OE 1 4 1ma) /T g 1 g—1 max)

. . . F81,8s:t =8&s:h
then nlr?,’sq (@Y («)) is the unique representative in ker(ail’,ifq_l) N ker(a‘?’m,q’max) of

¢ s;h . a6 1:6s . . .
(@5 ()] € ker(a‘;m,q’max) / 1m(8§’,§’q_1). The conclusion now follows immediately by

(23), (24) and (25). .
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Theorem 3.3. In the setting of Theorem 3.2, assume in addition that dlm(H "I(M,E)) =
dlm(Hm 4 (A E h,p)). Let {sp}nen C (0,1] be a sequence with s, — Oasn — 00. Then

m,q m,q
nKs - JTKO

compactly as n — o0.

—g1,h, —h,h
Proof. Let {1, ..., ¥y} be an orthonormal basis of ker(ai‘,m;_lm) Nker(g 1 4 max)
and for each j € {1,..., €} let ¥j5, 1= TR s o I (@5 (). Then, by Lemmas 3.8 and 3.9
~81:8sp st ) nker(agsn, ) and

we know that {Y1,, ..., Yrs,} is a basis for ker(dg ,, ,~1 E.m,q,max
Vs, — 1//1 strongly as n — o0o. Let {)1.s,, ... Xt,5,} be the basis of ker(dg , q—1) N

81:8sp 5t

ker(ags" ) made by pairwise orthogonal elements obtained by applying the Gram—

E ,m,q,max

Schmidt procedure to the basis {1, . .., Vs, }- Explicitly, we have
X, = 1pl,sn

X250 = V2,5, — Plyysn (V2,5,)

Jj—1

Hisn = Wjsa — Z Pyt on (V.s,)

k=1

-1
Xe,sp = We,sn - Z erk,Sn (1//[,.5‘,,)7
k=1

where
(Visns Xk.sn >L29””‘1(A,E|A,gsn l4,04)

Pryy, (Wis,) = (26)

sSn

{Xksu> Xhe.sn) L22m.4 (A,E 14,5, 14010)

foreach j € {1,...,£}and k € {1,...,j — 1}. Looking at (26) and arguing by induction
it is easy to check that
Jdim pry,  (Yj,5,) =0

strongly and consequently
Xisn = Vi

strongly as n — oo foreach j = 1,...,£. In particular,

[ XjsullL2@ma (4,E 14,85 140100 = 1 = Wi lL2@maca, E14 h1a010)

asn — oo foreach j = 1,...,£. Therefore, by defining

Piosn = Xjwsn! I Xjusa | L202m0 (4, E 4,80, 14.010)
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we obtain an orthonormal basis of ker(agl,f )N ker(a?;’n @ max) made by {¢15,.- -, 905}

such that ¢;, — V; strongly as n — oo for each j = 1,...,£. Let now {B;, }neN.

Bs, € L2Q™4(A, E|4, gs, 4, pla), be a weakly convergent sequence to some B €
L2Q™49(A, E|4,h|4.p|a) asn — oo. We want to show that nK ? 8, — nK 7 B strongly
as n — oco. We have

4

m,q _ . .
7K 5 Bs, = Z<‘Pj,sn Bsu)L2@ma(a,E las&s |45014) Pissn -
J=1

Thanks to the first part of the proof, we know that ¢, — v, strongly as n — oo.
Since B, converges weakly to f as n — oo, we get that

(@f.sns Bsu ) L20ma(A,E 1485, 14010) = (Vi» BYL2@ma(a,E14,hla.0la)
as n — oo. Therefore, we can conclude that

L L

Z(‘pj,snvﬂsn)LZQm'(I(A,EIA,gSn Laspl) Pissn = Z(l/fja,3)L2$Zm”1(A,E|A,h|A,p\A)Wj
Jj=1 j=1

strongly as j — oo, that is,
m.q m.q
ﬂK,snﬂSn - nKO 'B

strongly as n — oo. ]

3.2. From compact convergence to convergence in norm operator

Asin Lemma 3.5, let p : A x [0, 1] — A be the left projection and let
S e C*(Ax[0,1],End(p*A™9(A) @ p*E))

be defined as S;"7 := det(G(l:’fv) ® G((():’fv ® Id. We recall that Sy is the family of endo-

morphisms of p*A™4(A4) ® p*E suchthat gy , , (e, ) = g;“n’q’p,l(Ssm’qo, o). It is not
difficult to see that there exists I'y"'? € C(A4 x [0, 1], End(p*A™9(A) ® p*E)), that is, a
continuous section of End(p*A™4(A) ® p*E) — A x [0, 1], such that

(1) (")? = 8§54

2 &im qp(l" Te,0) = g7 1 4p(0 T50), that is, T{"? is fiberwise self-adjoint
W.LL & ng.pb

3) gim,q,p(I‘Sm’qO, e) > 0 whenever e # 0, that is, I'y"*? is positive definite w.r.t.
8lmg.ps

see, e.g., [21, Problem 2-E, p. 24]. Note that g{ , . (I"%e, I'{"e) = g¥, . (e, 0).
In other words, I'y"? is a fiberwise isometry between p*A™9(A) ® p*E endowed
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with g7, ., and p*A"™9(A) ® p* E endowed with g, . ;. Now let us define VA=
C(A x[0,1],End(p*A™9(A) ® p*E)) as

W = (det(FEY))Z @ T, 27)
Let us check that

Wit L2QM(A, E|a, gsla, pla) — L2Q™I(A, El4, 114, pla)
is an isometry for each s € [0, 1]. Let n, w € Q59 (A, E|4). We have

(@, @ma ) 1m.q.p(Ys 0, W w) dvolg,

L2Qm4(A,E|4,8114.014) /A

= Lgl*,m,q,p(r?”qn,l“s’”’qw) det(F¢')) dvolg,
1
= /:4gl*,m,q,p(S;n’qn’w)(det(Fs))2 dVOlgl

= /A g;"m,q,p(n, w) dvolg,

= (0, ®)L2Qma(A,E |4.8514.0l0)-

We now prove various properties concerning Wy 7.

Lemma 3.10. Given any nn € L2Q™9(A, E|4, h|4, pla), it holds

: m,q m,q _ pma _
Sh_r)%”ll!s (CDS () Yo (n)“LZQ””‘I(A,ElAsgllAsﬁlA)_0'

Proof. First, we deal with the case n € Q."7(A, E|4). In this case

; ; m.q N
H \IJ;" q(qD;n q(n)) - \IJO () ”LZQ’"JI(A,E\A,gl\A,MA)

= /A &Y g p(UE I — Wy, Witay — i) dvoly, .

Since n € QU(A, Elg), Vi"? € C(A x [0, 1], p*End(p*A™9(A) ® p*E)) and
volg, (4) < oo, we can apply the Lebesgue dominated convergence theorem:

: m,q m,q _ pyma 2
Tim [ w9 (04 () = 6" ()| 2@ (4, £ 1 10010

= lim
s—0

. gim,q’p(\IJ;"’qn — \Ilg”qn, vty — ‘I!(')"’qn) dvoly,

/Asli_% gf,m,q,p(\llg”’qn — \Ilgl’qn, iy — \Ifgn’qn) dvolg,

=0.
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Now, we consider the general case n € L2Q"9(A, E|4,h|4. p|a). Let £ > 0 be arbitrar-
ily fixed and let ¢ € Q0"Y(A, E|4) be such that || — @llL2Qma(a,Ely k0l < € Leta
be the positive constant appearing in (16). Since W7 : L2Q™4(A, E|4, pla. gsl4a) —
L?Q™4(A, E|4. pla. g1]4) is an isometry for each s € [0, 1], we have

, , m.,q 2
|5 (@ () — W5 () ”me’q(A,E\A,gllA,plA)

= | @@ () — W (@7 () + WM (DT (p)

m,q 2
- Y () ||LZS2’"”1(A,E l4,81145014)

IA

w52 (@) = W@ OD | ogmaa, Bl 0ok

+ |95 @ ) = Vg D Lagmaca, 1 itste

= =0l 2maca Erag i
+ [ W (@ () — W5 ) + Vg (0) — o D | 2 a. ELpg Lol

= aln—=ol agmaca oo+ 19571 @ @) = 95" @) L2gmaa 2141100100
+ |95 () — w5 () ||5,2§2m’q(A,E|A,g1|AyP|A)

< ae + [ UN(@(0) — U5 @) | L2gmaca Bl gr ool T E

Since ¢ € Q¢"7(A, E|4), we can conclude as above that

: 4 (M m.q
lim W7 (079 (9)) = U6 (9| Lo, 0

gila.pla) —

which in turn gives us
. 2
tim sup [ W4 (@54 () — W5 ()| 2ama 4, 14,110,910 = @ F De-
s—>

Since ¢ is arbitrarily fixed, we can conclude that

0

. m,q m,q _ym4 2 _
}E}I})”lps (@5(m) — ¥ (n)”Lzsz'"’q(A,ElA,gllA,plA)_

as desired. [

Lemma 3.11. Let {sy}nen C (0, 1] be a sequence such that s, — 0 as n — oo.
Let n € L2Q™9(A, E|a, hla, pla) and let {n,}nen be a sequence such that ns, €
L2Q™49(A, E|4, gs, 14, pla). Then ns, — n strongly as n — oo if and only if

lim [|Wdn,, — W

R M Logmaca £10g11000 = O (28)
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Proof. Let us assume that 15, — 7 strongly as n — oo. We have

, m.q
|5 05, = 96" | Logma a1y g1 Laple)
= || WPy, — WP () + WL (PP () — W,
= “ \psmn,qnsn - \psmn,q(q)g,q(n))”LZQ’"’q(A,E|A=g1|A=P|A)

+ U5 (@5 ) = Y 0| L2gmaca lygr ol

m.gq ”
0 Mr2ema(4,E|4,8114.014)

= |15, = @5 T D L2gmaca ez 1ap)
+ [T (@) = Y0 Lagma 4 £ g 1aola)

As ng5, — 7 strongly as n — oo, we know that

im {05, — LA Logma a5y ge, Lol = O

Furthermore, Lemma 3.10 tells us that
. m,q m,q _ pma _
Jim [ (@A () — W5 N o, £ 10l = O
We can thus conclude that

lim || Wydp,, — wg" 0.

q J—
o nHLZQ’""](A,E|A,81|A=P|A) -

Conversely, let us assume (28). We want to show that n;, — 7 strongly as n — oo, that is,

nlgr;o” Nsn — CD;:’qn”Lsz,q(A,EM’gM laspla) — 0.

‘We have
H nsn - ®Smn,qn ||LZS2’”"I(A,E|A,gsn ‘A:plA)
= | Wi tns, — U5 I+ g — VU DD Lagma £ g1 4ol
= “ \I’;:’qnsn - \Ij(r)njqn“LZQ’"v‘I(A,E\A,gl\AyplA)
+ ” \p(r)n’q'? - "Ijsmn’q(q)g::’qn) “LZQ’""I(A,EIA&IA,p\A)‘

We assumed that

: m,q _\yma —
nlglgo“ W5, sy — o n||L2S2m’q(A=E|A,gl|A=P|A) =0
and by Lemma 3.10 we know that
Jim (1G4 — W9 (O I n) | L2gmaa Elaerlaolo) | = O

We can thus conclude that n,, — 7 strongly as n — oo. ]
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Lemma 3.12. Let {s,}nen C (0, 1] be a sequence such that s, — 0 as n — oo.
Let n € L?2Q™9(A, E|4, hla, pla) and let {ns,}nen be a sequence such that 1, €
L?QM4(A, E|a, g, 4, pla). Then 15, — 1 weakly as n — oo if and only if

ey, — WoIn
in L2Q™9(A, E|4, g1|4, pla) as n — oo.

Proof. Assume that 5, — 1 weakly as n — oco. Let w € L?>Q™49(A, g1|a, E|a. pla).
Thanks to Lemma 3.11, we know that (W5, ) 'o — (¥7"?) "' strongly as n — oo.
Thus, we obtain

; m,q — 1 m,q\—1
i (W5, s, @) L2@ma (4 Elagilaolo) = 10 (05 (V5,0 0)120ma (A, Ela gy Lasola)

= (1, (W0 ") ™ @) L2gma (4, E 4. hla.0l0)

_ m,q
= (qjo m, w)LZQ’”'q(A,EIA,gl l4:0l4)

as required. Conversely, let us assume that Wy, 7n,, — Wg9nin L?Q™49(A, E |4.g1]4. pl4)
as n — oo. Let {¢s, }nen be a sequence such that ¢, € LZ2Q™9(A, E|4, g5, |4, pla)
and ¢, — ¢ strongly to some ¢ € L2Q™9(A, E|4, h|a, pla) as n — oo. Lemma 3.11
tells us that [|[W5 ¢, — Vo @l 20maca El,.g114.00) — 0 asn — co. Hence, we obtain

. T m,q m,q
Jim (s, @, ) L2@ma (4, E s, aoole) = M (W5 15, W4 s, ) 120ma (4, Ela,g11a.010)

m,q m.,q
= (Vo "0, Vo " D) L2ama(A,El4g114.010)

= (0, D) L2ma(A,E|4,hla.0l0)

as desired. [ ]
Lemma 3.13. Let {sy}nen C (0, 1] be a sequence such that s, — 0 as n — co. Then

lim || W4 o G- o (P AtH—1 _ M4 o G o (U4t 1y—1 -0
iR L I e THNL i
and

i _ m,qg+1\—1 __

i [ Gagen © (UG 1™ = Gy

E .m,q,max

o @I, =0

Proof. The first limit above follows immediately by Proposition 2.4, Theorem 3.2
and Lemmas 3.11 and 3.12. The second one follows immediately by Proposition 2.4,
Theorem 3.1 and Lemmas 3.11 and 3.12. ]

Lemma 3.14. Let {sy}nen C (0, 1] be a sequence such that s, — 0 as n — oco. Then

lim || @™ 5 G_ o (W41 _ gmatl o G o (WY1 =
n—>oo” 0 Bii';,;f;’imn ( Sn ) 0 3’1‘:;,}”;:’(1’““ ( 0 ) ”op

and

lim [[(W79HY) 0 Gasrsons — (WG H 1) 0 Gy e 0.
E.m,q a

n—o0 E ,m,q,min op
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Proof. Note that

41 -1y * a+1 ay—
(W70 Goggin o (W™ ™)™ = 07" 0 Gggne 0 (WI9)T!

aE,m,q,max 8E,m,q,min
and
E g+ —1\* ,q+1 d\—
(U0 Gy o (U)W o G o (W)
aE,m,q,m:n( aE,m,q,min
Analogously,
» m,g+1\—1\* __ m,g+1 -
(Gg‘;l’;f:‘; © (\Ils,, ) ) = (\Ijs,, )o Gail,;is; *
and
m,g+1\—1\* __ m,q+1
(Ggglah o (¥y ) ) = (¥ )o Ggghh,t
E ,m,q,max E,m,q,min
The conclusion now follows by Lemma 3.13. ]

Let 7y and 7y f be the projections defined in (21) and (22), respectively.
Lemma 3.15. Let {sy}nen C (0, 1] be a sequence such that s, — 0 as n — oco. Then

: m,q m,q m,g\—1 _ \ym4 m,q m,q\—1 —
nll>n;oH \IJSn O Tk s, © (‘I]Sn ) \IJO © g0 © (\.IJO ) HOP =0

Proof. This follows by Proposition 2.4, Theorem 3.3 and Lemmas 3.11 and 3.12. ]

Now for each s € [0, 1] let us consider the following complex:

781:81 5g1,g1
E.,m,0 E,m,g—2

L*Q™°(A, El4. g114. pla)
5%1,&' . 7%;,}1
>m,q—1,max ,M,q,max
LZQm’q(Av E|A» &s |A’ :0|A)

<h,h Fh.h
aE,m,cPrl,max aE,m,m—l,max

L2Q"™9 (A, E|4, 1|4, pla)
L2Q™9 (A, E|4, D4, pla)

L*Q™"™(A, E|4.hla, pla)- 29)

In other words, from 0 up to ¢ — 1 we have the L2-93g -complex with respect to g; and
(E. p), from ¢ + 1 up m we have the maximal L2-0g-complex with respect to 4 and
(E, p) and the connecting piece is given by

o188 a8s.h
E ,m,g—1,max M ,g ,max

g
L2Q™(4, Elg, gola. pla) —=2> L2714, Ely, hly. pla).

Let us now introduce the following complex:

781:81 781:81

E.,m,0 aE,m, -2 —
L2Q™%(A, E|4, 114, pla) .. "5 L2QMI (A, El4, g1]4. pla)
i DA
——— L*Q" (A, E|a. 814, pla) — L*Q" 1N (A, Ela. g1la. pla)
D:ln’,};ﬂ Drhny,}:nfl

L*Q™™(A, E |4, g1]4, pla) (30)
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with g
81,8s .__ m,q  q51:8s
Dm,q—l T lI'Is ° aE,m,q—l,max’
—8s,h
gs,h . qm.q+1 8s> m,g\—1
Dm,q T "IJO o aE,m,q,max o (qjs ) ’

—h,h _
Dfln,,hr = qjgl’r—’_l o 8E,m,r,max ° (\Ilgl’r) !
foreachr =g +1,...,m. Let
P4 [2Q™*(A, E|4, g1l4, pla) — L*Q™*(A, E, g1,p) (31)

be the rolled-up operator of the complex (30), see [8, p. 91-92]. This means nothing but

781,81 781,815t

P 2gmr (4, E g lapl) = OEmr T OEmr—1s T =0,...,q =2
PP 2gmat (4. Elpilani) = Ditis + 9 mq 2
P 2oma(a,Ely 01 la.0la) -= Drgns’aqh + (DENE )
Psm,q L2QmA+1(AE |4.8114.0l4) *— Dfln’,}:]+1 + (D;ils,,qh)*
P\ Lagmr (4, Elugilal) = DIt + (D02 _ )% r=q+2,....m.
Note that Py 7 = Pl’”,trl for each g € {1, ..., m}. Moreover, we have (Df:zl,;g_sl)* _
B (WYL (DY = W o T (a1 gng (DR e =
\IJS"J—I o 5}2,}2’,_1,““ o (\Ilg",r)—l withr =g + 2,..., m. Furthermore, we point out that

when g = m and s = 1, the complex (30) is nothing but the L2-3g -complex on M w.r.t. g1
and p whereas when ¢ = 0 = s, the complex (30) is unitarily equivalent to the maximal
L2-3g-complex on A with respect to & and (E, p). Consequently, in the case ¢ = m
and s = 1, the operator (31) is the Dirac—Dolbeault operator on M w.r.t. g1 and (E, p),
whereas in the case ¢ = 0 = s, the operator (31) is unitarily equivalent to the rolled-up
operator of the maximal Lz—gE—complex over A with respect to & and (E, p). We have
now the following property.

Lemma 3.16. In the setting of Theorem 3.3, the operator Py"? is self-adjoint and has
entirely discrete spectrum for each q € {0,...,m} and s € [0, 1].

Proof. The fact that Py"? is self-adjoint follows immediately by its definition because
it is the rolled-up operator of a Hilbert complex, see [8, p. 92]. The discreteness of its
spectrum is an easy consequence of the fact that the complex (29) has finite cohomology,
and each operator has a compact Green operator. ]

We are now in a position to prove the main result of this subsection.
Theorem 3.4. In the above setting we have
lim (P4 + i)™ — (P + i) op =0
s—>0

foreachq =0,...,m.
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Proof. According to Lemma 2.1, it suffices to show that
llm G mg — G m,q — 0’

1im |G pyns — Gyl
lim |7 a4 — T , =0,

S_>0|| K,P" K,Pg”q”or»

where 7 pma 1 L2Q™*(A, E|4. g14. pla) = L*Q™*(A, E|4. g1]4. pl4) stands for the
orthogonal projection on ker(P;"*?). Since P;"*? is the rolled-up operator of the complex
(30), it is easy to check that

ker(P;"7) = @ ker(P{" | 2mr(4,E|4,8114.014))
r=0 (32)

Gpma = @ Gpmal|L2Qmr(A,E\|s.g114.010)-
r=0

Concerning ker(Pg"?), we obtain the following decomposition:

q—2
81,81 ~81,81,t 81,81,

ker(P"?) = (@ ker(dg ,, ,) Nker(0g ,, , )) (ker(Dg1 gsl) Nker(0g .0 )

r=

& (ker(DE) Nker((DE51)")) @ (ker(D)"

m,g—1

mas1) Nker((DE5MH*))
( @ ker(D™) 0 ker((Df"h)*)).

r=q-+2

Note that ker(DZ" gsl) is independent on s € [0, 1]. Moreover, also ker((D,é;sq ) ) does not
depend on s € [0, 1]. This latter assertion follows because by assumption im(3% E,m’ q,max) =

. =hh Co . . . =8sh . =hh
im0,y 4 max) Which in turn implies that 1m(8ES’m’q’max) = im(3 gy g,max) fOr each

s € [0, 1]. Thus, im(D;‘ff’qh) = im(D,h,;]Z]) for each s € [0, 1] and eventually we can conclude

that ker((D,g,f’q )*) does not depend on s € [0, 1] since ker((D‘,g,f’q )*) = (nn(D?’m q))J- in

L?Qm4%1(A, E. h, p). Thus, in the above decomposition the only term depending on s is
ker(D;‘;,{’qh) N ker((Dg1 gsl) ) and so the limit

3]_%'|7TK,P;'I’LI - T[K,P(;n’q”()p = O (33)
boils down to proving that
lim ”\IJ 4o 7'[ o (\Ilm’q)_ Voo T[KO o (Vg -1 H 0, (34)

n—oo

where n['?,’sq is the orthogonal projection defined in (21). By Lemma 3.15, we already
know that (34) holds true and thus (33) holds true as well. Let us go back to the second
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half of (32). Looking at (30), we note that the only terms in the decomposition of G pma
that depend on s are
GpmalLrgmraElpeilanl) T =9 1.4.9+1.
We have
GppralLagma-t (4 Elugilaol) = Gggre |+ Gpgras
LZQm’q_l (A» E|A’ &1 |As :0|A) -
L?Q"™972(A, E|4, 8114, pla) ® L>Q"™ (A, E|4, g114. pla);
GpmalL2oma(a,Elsgilanla) = GDf;,{f_Sl + G(D,s;l{&h)* :
L?Q™9(A, E|4. g114. pla)
L*Q™ 1Y (A, E |4, g1]a. pla) ® L*Q™ I (A, E|4. g114. pla);
GppralLzomaet1 (A Elygilanl) = GD,zé;l{;Ih + G(Dr}:{,}:]-f—l)*
L>Q"™ (A, El4. g14. pla) —
L2Q™9(A, E|4, g1]4. pla) & L*Q™I2(A, E|4, g14. pla)-
Therefore,

||GPSm,q _GP(;n’q ||0p

m m
= H D Grralizam sl — D Grpalrzan el

r=0 r=0 op
q+1
< Y |GpraleamriaElagianin = Grralzamr . Elugiaon lop
r=qg—1
< |G, ns1:2 -G h Gpsies — G h
= ” (D15 (Df;,{;[_l)* op + “ DL Dil,c}—l Hop
+ ||G(Dmh)* = Gppiye oy + ||GD5S’&;, —Gph lop-
Clearly, for each s € [0, 1], we have
Gpeies = Gozre o (Ppm-4)~1
Dmlyq—sl aEl,m,sq—l,max ( s ) ’
G o1 = U o G_g.g5
(Dml,q—sl)* s Bil,rf,sq—l,min ’
+1y—1
Gosh =V 0G g o (¥
Dms,q s 3Es,m,q,max ( 0 ) ’
+1 m,g\—1
G Dy = gt o G it o (W4 .
(D;‘Vls,q )* 0 (8?‘,m,q,min)* ( s )
Thanks to Lemmas 3.13 and 3.14, we know that

lim|Gpge, = Gprun |op =0 Iim|Giprvesye = Giprn o = 0.
lim |G -G =0 lim |G -G =0.
s_)OH gt Dih Hop ’ S_)OH (DEH* (Drly* lop
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We can thus conclude that
lim ||G pma — G pm, =0
p 0” pe P, q”op

as required. ]

4. Resolutions and canonical K -homology classes

Let (M, g) be a compact complex manifold of complex dimension m endowed with a
Hermitian metric g. Let (E, p) — M be a Hermitian holomorphic vector bundle over M .
For each p € {0, ..., m} let us consider the Hilbert space L?QP*(M, E, g, p) endowed
with the grading induced by the splitting in L? E-valued (p, ¢)-forms with even/odd
antiholomorphic degree. Furthermore, we consider the corresponding Dirac—Dolbeault
operator 55,1, = 5E,p + ng’p

dg.p: L*QP*(M,E,g,p) — L*QP*(M,E, g, p)

and the C*-algebra C(M) := C(M, C) acting on L2QP*(M, E, g, p) by pointwise
multiplication:

C(M)> f+ my € B(L*QP*(M,E,g,p)) givenby mpy := fr (35)

for every ¥ € L2QP*(M, E, g, p). Finally, let us consider as a dense subalgebra
A 1= C®(M). It is well known that the triplet (L2Q7*(M, E, g, p). m,SE’p) is an
even unbounded Fredholm module, see, for example, [13, §10], and thus the triplet
(L2QP*(M,E,g,p). m,%E,p o(Id +(§E,p)2)_%) gives a class in KKo(C(M), C), see
Proposition 2.6. We denote this class with

[0F.,p] € KKo(C(M), C)

and when p = m we call it the canonical analytic K-homology class of M and E. In
particular, when p = m and E is the trivial holomorphic line bundle M x C — M, we call
the above class the canonical analytic K-homology class of M. This terminology is based
on the fact that A”™9(M) is called the canonical bundle of M. We remark that since M
is compact, the class [§E p] depends neither on g nor on p since all Hermitian metrics
on M, as well as all Hermitian metrics on E, are quasi-isometric, see, e.g., [14]. Now, we
briefly recall the notion of Hermitian complex space. Complex spaces are a classical topic
in complex geometry, and we refer, for instance, to [10] for definitions and properties.
We recall that a paracompact and reduced complex space X is said to be Hermitian if
the regular part of X carries a Hermitian metric y such that, for every point p € X there
exists an open neighbourhood U > p in X, a proper holomorphic embedding of U into a
polydisc ¢ : U — DV < C¥, and a Hermitian metric g on DV such that (Dlree))* g =7,
see, e.g., [24]. In this case, we will write (X, y) and with a little abuse of language, we
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will say that y is a Hermitian metric on X . Clearly, any analytic subvariety of a complex
Hermitian manifold endowed with the metric induced by the ambient space metric is an
example of Hermitian complex space. Note that when X is compact, all Hermitian metrics
on X belong to the same quasi-isometry class. This follows easily by the lifting lemma see
[11, Remark 1.30.1, p. 37]. Let now F — X be a holomorphic vector bundle of complex
rank 5. We assume that F|..,(x) is equipped with a Hermitian metric 7 such that for each
point p € X, the following property holds true: there exists an open neighbourhood U, a
positive constant ¢ and a holomorphic trivialisation ¢ : E|y — U x C* such that, denoting
by o the Hermitian metric on reg(U) x C* induced by 7 through 1, we have

¢ g <0 < cuga, (36)

where vgyq is the Hermitian metric on reg(U) x C* that assigns to each point of reg(U)
the standard Euclidean Kihler metric of C¥. In order to state the next results, we also need
to recall the existence of a resolution of singularities see [15, 16]. Let X be a compact and
irreducible complex space. There then exists a compact complex manifold M, a divisor
with only normal crossings D C M, and a surjective holomorphic map = : M — X such
that 7~ (sing(X)) = D and

Tlmp : M\ D — X \ sing(X)

is a biholomorphism. Consider now the maximal L2- z-complex

a4 a4

a m,0,max ad ,m,m—1,max
0 — L2Q™%(reg(X), F,y, 1) o B L?Q™™M (reg(X), F,y,7) — 0

and let
OF moans : L?Q™*(reg(X), F,y, 1) — L*Q™*(reg(X), F,y,7)

be the corresponding rolled-up operator. Note that we can write

= FYs¥ VWit

8F,m,ab5 = 8F,m,max + 6F,m,min (37)
with

8;,:’3,,"71““ c L2Q™*(reg(X), F,y, 1) — L?>Q™*(reg(X), F, . 1)
defined by
Prad — 3
F,m,max|L2§Zm”(reg(X),F,)/,T) = VE,m,rmax

foreach r = 0,...,m and with 511/53’,’,:,mm defined in the obvious analogous way. We have

now the following.

Proposition 4.1. Let (X, y) be a compact and irreducible Hermitian complex space of
complex dimension m such that dim(sing(X)) = 0. Let (F,t) — X be a Hermitian holo-
morphic vector bundle over X which satisfies (36). Then the triplet

(L*Q™*(reg(X). F. . 7). m. O F m.abs)
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defines an even unbounded Fredholm module for C(X) and thus a class
[§F,m,abs] € KKO(C(X)» (C)

Moreover, this class does not depend on the particular Hermitian metric y that we fix
onX.

Proof. The proof follows by arguing as in [7, Proposition 3.6]. In particular, we use S (X)
defined as

Se(X) = {f € C(X) N C*(reg(X)) such that for each p € sing(X) there exists an
open neighbourhood U of p with f|y =c € (C}

as a dense *-subalgebra of C(X). Moreover, we recall that m denotes the pointwise mul-
tiplication see (35). The only point that needs an explanation is the discreteness of the
spectrum of O F , abs. This is settled in the next lemma. [

Lemma 4.1. Let (X, y) be a compact and irreducible Hermitian complex space of com-
plex dimension m with dim(sing(X)) = 0. Then

OF moans : L*Q™*(reg(X), F,y,7) — L*Q"™*(reg(X), F,y,7)

has entirely discrete spectrum, with (F,t) — X any Hermitian holomorphic vector bundle
over X which satisfies (36).

Proof. Let sing(X) = {p1, ..., pe}. First, we prove this lemma under some additional
requirements: the holomorphic vector bundle F is endowed with a Hermitian metric t’
such that, for each pg € sing(X), k = 1, ..., £ there exists an open neighbourhood Uy
and a trivialisation yx : F|y, — Ux x C", with n := mk(F), such that y*(ve) = 7/,
with vgq defined in (36). Clearly, we can always endow F with such a metric. Thanks to
[2, Theorem 5.2] and [22, Theorem 1.2] we know that

Omabs © L2Q™* (reg(X),y) — L*Q"™*(reg(X). y)

has entirely discrete spectrum. From this, we get immediately that the twisted Dirac—
Dolbeault operator with respect to the trivial holomorphic vector bundle reg(X) x C”
endowed with the standard Euclidean Kihler metric vgg

écn,m’abs t L2Q™* (reg(X), reg(X) x C", y, vgq) —

20m,e n (38)
L7Q™* (reg(X), reg(X) x C", y, vga)

has entirely discrete spectrum as well. Let now Uy be an open subset of reg(X) such
that {Uy, Uy, ..., Uy} is an open covering of X. We also assume that Uy N sing(X) = @
and that U; N U; = @ for each 1 <i < j < {£. Let {¢o, ..., ¢¢} be a partition of
unity subordinated to {Uy, Uy, ..., Uy} such that ¢; € C*°(reg(X)) N C(X) for each
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i =0,...,4L Note that for every 1 < i < { there exists an open neighbourhood V;
of p; with V; C U; and ¢;|y, = 1. In particular, we have do¢; € Q!(reg(U;)). Con-
sider now a sequence {1;}jeN C :D(gp’m,abs), which is bounded with respect to the
corresponding graph norm. Clearly, the sequence {¢o7;};en still lies in D(OF m.avs)
and is bounded with respect to the corresponding graph norm. Moreover, the support
of ¢on; is contained in Uy for each j € N. Since Uy is relatively compact in reg(X),
we can use elliptic estimates see, e.g., [19, Lemma 1.1.17], and a Rellich-type com-
pactness theorem to deduce the existence of a subsequence {7o,;}jeN C {n;}jen such
that {¢ono,;}jen converges in L?Q™*(reg(X), F, y, t'). Consider now the sequence
{B1v0,}jen C L2Q™*(reg(X), reg(X) x C". y, vga) With Yo j := (x7")* (10, lreg(wn))-
It is clear that the sequence {¢1 V0, }jeN lies both in the domain of

VY .
Ien mmax * L2Q™* (reg(Un), 1eg(X) X C", ¥ lreg(y)» Ustalreg(n) =
Lsz,.(reg(Ul)» reg(X) X (Cnv V|reg(U1)a Ustd|reg(U1))

and
[YV.t .
a(C",m,min : LZQm, (reg(Ul)a reg(X) S (Cn’ )’|reg(U1)» Ustd|reg(U1)) -

Lsz’. (I'Cg(Ul), reg(X) X Cnv Vlreg(Ul)v UStd|reg(U1))

and it is bounded in the corresponding graph norm. From the definition of minimal domain
we get immediately that {¢11¢,;};en lies in the domain of

=V Vst .
OCmmmin * L7 Q™" (reg(X), reg(X) x C"., y. va) —

LZQm"(reg(X), reg(X) X (Cn, Y, Ustd)-

Moreover, since ¢; has compact support contained in Uj, it is not difficult to see that
{¢1V0,;}jen lies also in the domain of

U mma + L2Q™" (reg(X). reg(X) x C". 7, Vi) —
L2Qm,'(reg(X)’ reg(X) X Cn, Vs Ustd)-

Summarising, we shown that {¢1 V¢, ;};en lies in the domain of (38), and it is bounded
in the corresponding graph norm. Therefore, there exists a subsequence {y1,;}jen C
{0, }jen such that {¢1V1,;};en converges in L2Q™*(reg(X), reg(X) x C", y, vga).
Eventually, we can conclude that there exists a subsequence {11 ;}jen C {7o,j}jeN,
which satisfies (y71)* (11, lreg(w1)) = Y1, such that the sequence {¢171,; }jen converges
in L2Q™*(reg(X), F,y, t’). Repeating this procedure up to 1, we construct a subsequence
{Nn,j}ieN C {n;j}jen such that {¢;n, ;}jen converges in LZ>Q™*(reg(X), F,y, ') for
each i = 0,...,n. We can thus conclude that the sequence {1, ;};en converges in
L2Q™*(reg(X), F,y, ') and this completes the first part of the proof. Note that, as a
by-product of this first part of the proof we get that 1m(51;,~1;n g,max) 18 @ closed subspace of
L2Q™4(reg(X), F,y, ') foreachqg = 0,...,m,

[VY FYV.t [VY 24
(ker(aF,m,q,max) n ker(aF,m,q—l,min)) = ker(aF,m,q,max)/lm(aF,m,q—l,max)
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is a finite-dimensional vector space and

G;  L2QMI (reg(X), F.y, T) — L2Q™4 (reg(X), F.y. 7))

M ,g ,max

is a compact operator where we have denoted with GY the Green operator of
F,m,q,max

T g * L2 (reg(X), Fy. 7)) — L2Q™1H (reg(X). F.y, 7).

Let now 7 be an arbitrarily fixed Hermitian metric on F' — X which satisfies (36). Since
7 and 7/ are quasi-isometric, we know that for eachg = 0, ..., m,

5};,13/,”’%3,)5 : L2QM4 (reg(X), F,y, 1) — L*Q™9 " (reg(X), F, y, 1)
has closed range and
(Ker @7y g max) VKX g1 min)) = K@ ) ATy 1 )
is a finite-dimensional vector space. Let us now consider the following L2-decomposition:
L?Q™ (reg(X), F.y.7)
= (ke (D g ma) OV KET @7 g1 min)) ® M@ 1) B 1M g i)

=7, AVt e . .
We already know that ker(al;;’ym’ gomax) N ker(al}?’m, 4—1,min) 18 finite dimensional. Since

m
= N4 FY>Vt
@(5F,m,abs) = @ (i)(aF,m,q,max) N ‘D(aF,m,q—l,min))
qg=0
o t
= T4l oL
ker(@ £ m.ans) = ED (Ker (5 g max) N KEOF m 41 min))

<
Il
=

[Vt )’

. = . _VV .
1In(aF,m,abs) = (lm(aF,m,q,max) &) lm(aF,m,q—l,min)

P

Q
I
o

we know that ker(gp’m,abs) has finite dimension and im(gp,m,abs) is closed. Thus, in

order to conclude that SF,m’abs D L2Q™*(reg(X), F.y, 1) — L*Q™*(reg(X), F, y, 1)

has entirely discrete spectrum, it is enough to prove that the corresponding Green operator

is compact see Proposition 2.5. Thanks to (37), this boils down to show that the Green
VY N2 .

operators of g , 4 max a0 O 1 o iy With Tespect to 7:

G;. D L2QM I (reg(X), F.y, 1) — L*Q™(reg(X). F.y.7)  (39)
,m g ,max
and

G% D L2QMA4 Y (reg(X), F,y, 1) — L?>Q™4(reg(X), F, y. 1) (40)

aF,m,qfl,min
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are both compact for each ¢ = 0, ..., m. Note that the compactness of (40) follows
from the compactness of (39). Indeed, 5;”};’;’(171’@“ = (5};,1/m,qfl,max)* and consequently

G?, = (G )". Thus, we are left to prove the compactness of (39). To this

F,m,q—1,min BF,m,qfl,max

aim, we point out that since T and 7’ are quasi-isometric, we have an equality of topolo-
gical vector spaces L2Q™4(reg(X), F,y,v') = L?Q™4(reg(X), F, y, 7). In particular,
the identity map

Id: L2Q™ 9 (reg(X), F,y,7') — L2Q™4(reg(X), F,y, 1)

is bijective, continuous with continuous inverse. Moreover, it is clear that the identity
induces a continuous isomorphism, that we denote by K, with continuous inverse

K
) >

L?Q™4(reg(X), F,y,7') D im(ﬁ),/,-’,}:n,q_l’max
. ~L4
iM% g1 max) C L2Q™9 (reg(X). F.y. 1),

with K, defined as the restriction of Id on im(?,ti,ym’q_l,abs) C L2Q™4(reg(X), F,y, ).
Furthermore, let us introduce the map J,;:

— J, —
L?Q™4 (reg(X), F,y,7') D im(af;,y;,f,q,mm) BN im(a);;x,q,mm) C L2Q™ 4 (reg(X), F,y, 1)

defined as Jq := mg old with 7 the orthogonal projection 7 : L2Q™4 (reg(X), F.y,7) —
im(al;’y,’n,q’min). Using again the fact that v and ¢” are quasi-isometric, it is not difficult to
check that J; is bounded, bijective with bounded inverse and that

T

) im(g;’zn,q,max) — L2Q™9(reg(X), F,y, 1)

AVs¥
il

5F,m,q,max |im( F,m,q,max

equals

Jg o GY o I(q__|1rl : im(gl;;’?’m,q’max) — L2Q™4(reg(X), F,y, 7).

3F,m,q,max

Since both J, and K ! are continuous and

G_v D L2QMA M (reg(X), F,y,T') — L*Q™4(reg(X), F,y,7)

F.,m,q,max

is compact, we obtain that

G: (24 ) im(ﬁ?,ym,q,max) — L?>Q™4(reg(X). F,y,7)

8F,m,q,max lm( F,m,q,max

is compact. Finally, this implies immediately that also (39) is compact. ]

We have now the main result of this paper.
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Theorem 4.1. Let (X, y) be a compact and irreducible Hermitian complex space of
complex dimension m such that dim(sing(X)) = 0. Let (F, t) — X be a Hermitian holo-
morphic vector bundle over X which satisfies (36). Let m : M — X be a resolution of X
and let E — M be the holomorphic vector bundle defined as E := n* F. We then have
the following equality in KKy (C(X), C):

T x [§E,m] = [§F,m,abs] € KKO(C(X)v C)
In order to prove the above theorem, we need some preliminary results.

Lemma 4.2. Let (X, y) be a compact and irreducible Hermitian complex space of com-
plex dimension m with dim(sing(X)) = 0. Let (F, t) — X be a Hermitian holomorphic
vector bundle over X which satisfies (36). Let m : M — X be a resolution of X and
let g be an arbitrarily fixed Hermitian metric on M. Let E — M be the holomorphic
vector bundle defined as E := n*F and leth = n*y, p := n*t and A := ! (reg(X)).
Consider the operators

—g.h

05 mgumax © L2Q™ (A, E|. gla, pla) — L2Q™ITN (A, E|. hla, pla)
and

—h,h

OB gmax : LZQ™9(A, E |4, hla. pla) > L*Q™9T (A, E|a. h|a. pla).

Then for each q = 0, . ..,m, the following equalities hold in L>Q™9V (A, E|4,h|4. pla):

. =hh . ohh . =8h . =8&h
1In(aE,m,q,max) = 1In(aE,m,q,max) = 1In(aE,m,q,max) = 1In(aE,m,q,max)'

Moreover,
dim(H;"(M, E)) = dim(HZ%‘r’nax (A, El4.hl4. pla)).

Proof. First, we note that when F' = reg(X) x C" and 7 = vggq, the above chain of equal-
ities is an immediate consequence of [24, Theorem 1.5]. We now tackle the general case.
To this aim, we introduce the following presheaves C}"’f on X given by the assignments

CRA(U) = { D@y g ma) On reg(U)}:

in other words, to every open subset U of X we assign the maximal domain of §F,m,q
over reg(U) with respect to Fly, ¥|wegw) and 7|wgw). We denote by ‘€Z”f the corres-

ponding sheafification. Finally, let (f’?; , 5];-)/,”,) be the complex of sheaves where the

action of 5};3’,,1,, is understood in the distributional sense. Let o be the Hermitian metric
on reg(X) defined as o := ((7r|4)~!)*g. Let us consider the corresponding complex of
sheaves (‘C’;,",’;, 8(;-’;1,.). Thanks to Proposition 2.1, it is easy to check that the continu-
ous inclusion 7 : L2Q™4 (reg(X), F.y, 1) < L2Q™4(reg(X), F, 0, T) gives rise to a
morphism of sheaves

T (CFs B a) = (CF 050 ). (41)
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Let K7 (E) be the sheaf of holomorphic sections of Ky ® E — M. Since we assumed
(36), we can argue as in the proof of [24, Theorem 1.5] to show that both (‘C’;,"’; , 81;;];“)

and (‘C;";,gfﬁin,,) are fine resolutions of 7. (Kps(E)). This in turn implies that the
morphism (41) induces an isomorphism, still denoted with I, between the cohomology
groups:

I: Hq(X,‘CI'ff”;(X)) — HY(X, ‘62"”;()()),61 =0,...,m, (42)

where, by HY(X, €7 (X)) and HY(X, €} (X)), we mean the cohomology groups
of the complexes of global sections of ‘6?; and ‘6;"”(;, that is, the cohomology of the

complexes:

£ 7
m,0 m,m—1
0—EFo(X)

f;”;" (X)—>0

0,0 0,0

8FmO 8mefl
0—erd(x) —= -
F,o

‘6}":’ (X)—>o0.
It is clear that on X we have t_h:aequalities ‘6’?”;1 (X) = {(D(g?’ym’q’max) on reg(X)} and
analogously €7 (X) = {D(3p . 4 max) ON 1eg(X)}, which in turn imply the equalities

HY(X, f;’,’;(X)) = HI (reg(X), F,0,7)

aF,max

HY(X, €77 (X)) = Hgf’,,’é] (reg(X), F.0, 7).

F,max

Therefore, by the fact that (42) is an isomorphism, we obtain that the continuous inclu-
sion I : L2Q™4(reg(X), F,y, 1) — L?Q™4(reg(X), F, 0, T) induces an isomorphism
between the L2-9 cohomology groups

H' (reg(X). F.y.t) = HS (reg(X), F,0.7). 43)

By using (43), we get immediately that im(gl;;uq,max) = im@?,}:n,q,max) and therefore,
—h,h . =8&h . .
mOg 4 max) = 1m(8i~,m,q’max), as required. Moreover, since Hzn%q (reg(X), F,y, 1)
—hh , R
is finite dimensional, we have that im(d ,, ; m,) 18 closed. Hence, 1m(8‘2’m,q,max) =
=8&:h . .
im(ai’m’ ¢,max) s required. Finally, as remarked above, we know that both the complexes
(€ry, 5};?’”’,,) and (€77, 5;’;,’,) are fine resolutions of the sheaf w4 (K (E)). Hence,
dim(Hz",%max(A, Ela.hla.pla))
= dim(H:%q (reg(X). F.y,7)) = dim(H?(X, ‘€;";(X)))
= dim(H?(X. €7 (X)) = dim(H]'?! (reg(X). F.0.7))
= dim(H;'%fm(A, El|a.gla.pla)) = dim(Hg”’ﬂ(M, E)).

where the last equality follows by Proposition 3.1. The proof is thus complete. ]
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In order to continue, we need to introduce various tools. Let 7 : M — X be a resolution
of X with A4 := w~!(reg(X)). As in the previous section, we consider M x [0, 1] and the
canonical projection p : M x [0,1] > M.Let g € C®°(M x [0,1], p*T*M ® p*T*M)
be a smooth section of p*T*M Q p*T*M — M x [0, 1] such that:

(1) gs(JX,JY)=gs(X,Y)forany X,Y € X(M) and s € [0, 1];

(2) g5 is a Hermitian metric on M for any s € (0, 1];

(3) g1 =gand go = hwithh := n*y;

(4) there exists a positive constant a such that gg < agy for each s € [0, 1].

Let us also denote by p : reg(X) x [0, 1] — reg(X) the left projection and let
05 € C®(reg(X) x [0,1], p*T* reg(X) ® p*T* reg(X))

be the smooth section of p*T* reg(X) ® p*T* reg(X) — reg(X) induced by g5 and 7.
Note that o, is the Hermitian metric over reg(X) given by oy := ((;r|4)~')* g, for each
s € [0, 1]. In particular, o7 = ((|4)~!)*g whereas oy = . Let us consider the following
complex:

01,01 +01:01

o 0F mg—
L2Q™O(reg(X), F.07.7) ——5s . 2 [2Qma~ (reg(X)., F. 01, 7)
B PEomam
— I [2QM (reg(X), F 04, T) ——> L2QM4H (reg(X), F.y.7)
5%};,1 max 5%);" m—1,max
Fom,g+1, N Fom,m—1, LZQm,m(reg(X),F, Y, 7). (44)

Let yi"? € C(reg(X) x [0, 1], End(p*A™4(reg(X)) ® p*F)) be the family of endo-
morphisms defined as yy ¢ := (7*)"! o WY o 7*, see (27) for the definition of Wy 9.
Clearly, 5" : L?Q™4(reg(X), F,05,7) — L>Q™4(reg(X), F, 01, ) is an isometry for
each s € [0, 1]. Let also define the following family of endomorphisms:

m
Ae® € Clreg(X) x [0. 1] End(p* A™*(reg(X)) ® p*F)). xo*:= 1"
r=0

It is clear that y§~° : L2Q™*(reg(X), F, 05, 7) — L?2Q"™*(reg(X), F, 01, 7) is an iso-
metry. Following (30), we introduce the following complex:

701,01 701:01
F,m,0 Fm,q—2

LZQm’O(reg(X), F, o1, 7:) LZQm’q_l(reg(X)a F’ o1, T)

;‘nl:jl Dy DrJ;J:]Jrl
—— L2Q™4(reg(X), F,01,7) —— L?*Q"™9 " (reg(X), F,01,7) —— ...

D

104
m,m—1

7 L*Q™"™(reg(X), F, 01, 1) (45)
: 01,05 . m,q _ 201,0s o5,y . m,g+1 _ 30s:¥ m,g\—1
with Dml,q_1 = Xs " 0 0pmg—1max> Pmag = Xo 0 0 mgmax © (Xs ™! and
VY _ .
DY = x0T 0 Op  ymax © (X! foreach r = g + 1,...,m. Finally, let

QM4 L2Q™*(reg(X), F,01,7) — L*Q"™*(reg(X), F,01, 1) (46)



Compact convergence, L2-3-complex and K-homology classes 1211

be the rolled-up operator of the complex (45). Note that Q7"4~' = Q™ for each
q € {1,...,m} see (31). The next lemma is the key tool to prove Theorem 4.1.

Lemma 4.3. In the setting of Theorem 4.1, the following properties hold true:

(1) The triplet
(Lsz,.(reg(X)’ F7 o1, ‘C)vmv Q;ﬂ,Q)

is an even unbounded Fredholm module over C(X). We denote by [Q}"?] the
corresponding class in KKo(C(X), C).
(2) Foreachq €0,...,mand s € [0, 1], we have the equality in KKy(C(X), C):

[059] = [07"]-

Proof. Let f € C(X). Since in particular f € L°°(X), we obtain immediately that
mg . L?*Q™ T (reg(X), F,05,7) — L2Q™" (reg(X), F, 04, 7) is bounded for each r €
{0,...,m}and s € [0, 1]. Let us now fix S.(X) as a dense *-subalgebra of C(X). Clearly,
we have 0 f € Q! (reg(X)) and therefore the map d f A given by

L2Q™" (reg(X), F.o5,.1) 2 N+ 0 f Ane L2Q™ T (reg(X), F,05,.7)  (47)

is continuous for any choice of r € {0, ...,m} and s1, 5, € [0, 1]. Consequently, the adjoint
map (0 f A)* given by

L2Q™ " (reg(X), F,05,.7) 3 ¢ = (0.f A)*¢ € L2Q™" (reg(X), F, 05,, 7)

is continuous as well. Note that we can write the above map (3 fA)* as (Us")™! o

i(vlf)o,l o U;;’H_l with

Um = (%)~ o S™ o ¥, S™ € C®(A x [0, 1], End(p* A" (A) ® p*E))

defined in the proof of Lemma 3.5, V; f the gradient of f w.r.t. o1, (V; £)%! the (0, 1)
component of Vy f and i(y, ryo.1 the interior multiplication w.r.t. (Vy f )%:1. Since f €
L% (X) and df € Ql(reg(X)), we can argue, as in [4, Proposition 2.3], to conclude that
my preserves the domain of

501 502
F.,m,r,max

D L2Q™MT (reg(X), F, 05y, 7) — L*Q™ " (reg(X), F, 05, 7).

Moreover, it is also easy to see that my preserves the domain of

701,02,t

O mormin © L2 (reg(X), F, o5, 1) — L*Q™" (reg(X), F, 05,, 7). (48)
Indeed, if 7 lies in the domain of (48) and {1k }ren € 2511 (reg(X), F) is a sequence con-
verging to 7 in the graph norm ofgil,’,:?;t, then fn — fnin L2Q™ +t1(reg(X), F,07,7)

701,02, 701,02,f 701,02,¢

as k — 0o and Bpmy (f1) = f0pme e — Gf A1k = [8pmnall = (3f A"
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in L2Q™" (reg(X), F, 02, 7) as k — o0o. Hence, we can conclude that also f7 lies in the
domain of (48). Consider now the complex (44)

791,01 791:01

F,m,0 F.m,g—2 —
L2Q" (reg(X), F,01,7) — ... —25 L2Q™9 Y (reg(X), F, 01, 7)
5‘71,‘75' 208,V
F,m,g—1,max F,m,q,max
O L2Q™ (reg(X), F. 05, T) T L2 (reg(X), F.y. 1)
5}I/”,};rl,q-%—l,max E?in,mfl,max

L?Q™™(reg(X), F, v, 7)

and let L}"? be the corresponding rolled-up operator. By the above discussion it is now
clear that my preserves the domain of Ly"? and that [L5"?, ms] = Af A—@fA)*is
continuous for each f € S.(X). Since x5 is a vector bundle isometric endomorphism,
we have x5 omy =my o x5  and (x5"") L oms =my o (y5") ! foreach s € [0, 1],
r=0,...,mand f € C(X). Therefore, using the above arguments, we can also conclude
that for each f € S¢(X) the operator m preserves the domain of Q5"? and

(07, mg] : L2Q™*(reg(X), F,01,7) — L?Q™*(reg(X), F,01,7)

is continuous. Furthermore, the operator Q§ 7 is unitarily equivalent to the operator de-
fined in (31) through the isometry * : L2Q™*(reg(X), F,01.7) — L?Q™*(A,E, g1, p).
By Lemma 3.16, we can thus conclude that Q;"’q : LZQm"(reg(X), F,o1,7) —
L2Q™*(reg(X), F, 01, 7) has entirely discrete spectrum and this is equivalent to the com-
pactness of the resolvent. Finally, it is clear that the grading of L2Qm"(reg(X ), F,01,1),
which is induced by the splitting in L? F-valued (m, ¢)-forms with even/odd anti-
holomorphic degree, commutes with m and anti-commutes with Q§¢. We can therefore
conclude that the triplet

(L?Q™*(reg(X), F,01,7),m, Q™)

is an even unbounded Fredholm module over C(X). This concludes the proof of the
first part. Now, we tackle the second part of the proof, and to do that, we use Pro-
position 2.7. Note that for each s € (0, 1] the metrics o5 and o; are quasi-isometric.
Hence, the continuity of the map (0, 1] — B(L2Q™*(reg(X), F, 01, 7)) given by
s (057 4+ i)~ with respect to the operator norm follows by arguing as in [14].
As remarked above, we have 077 = (n*)~! o P;"? o 7* with P;"? defined in (31)
and * : L2Q™*(reg(X), F,01,7) — L*Q™*(A, E, g1, p) the isometry induced by the
resolution map 7 : M — X. Hence, we have

l@ma+ i =5t + 07,
— 7" o (P i) o (r) = o (P 4 1) o (),
= [P+ iy = (P )7

Thanks to Lemmas 4.1 and 4.2, we are in a position to apply Theorem 3.4 and hence, we
obtain
: . =1 mg =1 _
lim [ (P4 407 = (P + )7, = 0.
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We can thus conclude that the map [0, 1] — B(L?Q™*(reg(X), F, 01, 7)) given by
s+ (05"% +i)~! is continuous with respect to the operator norm. This settles the
second requirement of Proposition 2.7. We are left to show that for each f € S.(X)
the map [0, 1] — B(L2Q™*(reg(X), F, 01, 7)) given by s — [Q5"?, ms] is continuous
with respect to the strong operator topology. To this aim, it is enough to show that for any
arbitrarily fixedr =0,...,mand n € L2Qm.r (reg(X), F, 01, ) we have

gm[gf’q,mf]n = [0, msln in L2Q™" (reg(X), F, 01, 7). (49)

If0<r <q—2,then

701,01 701,01,

t
[Q;n’q’mf]n = [aF,m,r + 8F,m,r—l’mf]rl = [Q:)n,q’mf]n
for each s € [0, 1]. Thus, (49) is obviously satisfied. If r = g — 1, then

701,01,F

[Q;n’q’mf]n = [Dg‘l,;:,sq—l + 8F,m,q—27mf]7]

—01,0% F01,01,t
— m,q
- [Xs ° aF,m,qfl,max + aF,m,qu’ I’Vlf]T}

—01,0, —01,01,t
= [Xgn,q o aF,qu—l,max’ mf]’? + [8F,m,q—2’ mf]’)

01,0, —01,01,t
= X;n,q ° [aF,qu—l,max* Wlf]T] + [aF,m,q—Z’ mf]'?

701,01,

= t
= X5 1@ AN+ [0p g mrln.
Note that the term [5;1,’,::;_2, my]n is independent on s while the equality
lim ¥ @ An) = o @f An) in L2Q"™4 (reg(X). F.01.7)
s>

follows easily by the Lebesgue dominated convergence theorem and the fact that 3 f €
Q%! (reg(X)) and y7? € C(reg(X) x [0, 1], End(p* A™4 (reg(X)) ® p*F)). Since

_ — —01,01,t
(06" msln = 1" @S A )+ B mgo.myln.
we can conclude that (49) also holds true in the case r = g — 1. If r = ¢, then

(054, msln = D), , + (DE 7, )" myln

F.m,q F.m,q—
,d+1 _7q0s:¥ gy—1 701,055t gh—1
= [X:)n °© aFamythax °© (X;n q) + aF,m,q—l,min ° (X;n q) ’ mf]r]

m,qg+1 _70s>V 01,05,

= 06" 00k gmax © D™ g0+ [0 g1 min © U8 ™ g I
= 20 o [T g 117) 0 LD T+ [T et ine ] © (L)
= YA A DT + e, o0 (UG ).

Again, by the fact that 5f € 522’1 (reg(X)), U and

(xs) " € Clreg(X) x [0, 1], End(p* A" (reg(X)) ® p* F))
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and the Lebesgue dominated convergence theorem, we have
lim 5@ A G )
1 qy— .
= 2@ AGED T in 2@ (reg(X). Fo1.7)

and ' 1
lim iov, £y (U ()™ m)

= icy, o1 Uy ((xg™H)™'m))  in L2Q™97 ! (reg(X). F. 01, 7).
Since
05 . meln = 1o @ f A D™0) + i, o0 (U (gD ™ ),

we can conclude that (49) holds true also in the case r = q. If r = ¢ + 1 we have

(O, my]n
=[DEm, g+1 T (D?;Zq)*7mf]’7
= 0T 0 D g tman © (Ko T T o A 0 By i © G T I
= 10 0 0 gt © (6 T g0+ [ 0 0 g min © (6 T T s
= x50 [aqu+1max’mf]o(qu+l) n+ Xs "’o[a‘?’,ﬁ’qmm,mf]o( othThy

=207 A GETTYT ) + MUY Gy, o (U TG T T ).

Note that the first term does not depend on s whereas for the second term we have
lim 7§ (U) ™ vy pyon (Ug™ (G D™ )
= 20" (Us" ) iw, 101 UG (GG TH  m))

in L2Q™4(reg(X), F, 01, 7) for the same reasons explained in the previous cases. Since
for r = g 4+ 1 we have

(057 myln
=200 A G T + 10 (WD) T i o U O D T )

we can conclude that (49) holds true also in the case r = g + 1. Finally, if r > g + 2 we
have

(05 msTn = (D, + (D)™ g0 = Q5 s

for each s € [0, 1]. Thus, (49) is obviously satisfied for r > g + 2, which completes the
proof of this lemma. ]
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Remark 4.1. The condition dim(sing(X)) = 0 allows us to use S.(X) as a dense
x-subalgebra of C(X) and thus the map (47) is bounded even when s; # 0 and s, = 0.
If dim(sing(X)) > 0, it is not clear to us how to define a dense *-subalgebra of C(X) such
that the map (47) is bounded when s; # 0 and s, = 0. This problem might be overcome
if one can replace Theorems 3.1 and 3.2 with a stronger convergence result, namely

Gggs,gs — th,h (50)

E,myq aE,m,q,max

compactly as s — 0. Indeed, in this case one can simply consider as a dense *-subalgebra
of C(X) the space of smooth functions on X see [7, Definition 1]. Unfortunately, at the
moment, we do not know how to prove (50).

We are now in a position to prove Theorem 4.1.

Proof of Theorem 4.1. We start by pointing out that 7* : L2Q™*(reg(X), F, 01.7) —
L2Q™*(A, E, g1, p) is an isometry that makes the even bounded Fredholm modules

(L*Q™*(reg(X), F,01,7),m, Q7™ o (Id + (Qiln’m)z)_%)

and
(L2Q"™*(M,E, g, p).mo* 0 mo (Id+ @pm)>)?)

unitarily equivalent. Therefore, 74 [0 m] = [Q]""]. Thanks to Lemma 4.3, we know
that [Q"™] = [Q"™] and by construction, see (46), we have [Q5""] = [Q7""~']. Again
by Lemma 4.3, we have [Q7"" '] = [Q"™ "] and therefore, [Q7""] = [QF"'].
Applying this procedure iteratively, we can conclude that [Q7""'] = [Qg""] for each
r=0,...,m. In particular, we have [Q]""] = [QF"°]. Finally, note that xj* :
L2Q™*(reg(X), F,y, 1) — L?Q™*(reg(X), F, 01, T) is an isometry that turns the even
bounded Fredholm modules

(L2Q™* (reg(X), F,01,7),m, Q1 o (Id + (Q1°)*)77)

and
(L2Q™* (reg(X), F. 7. 7). 1.3 F m.abs © (1d + @ Fm.abs)?) " 2)

unitarily equivalent. Therefore, [Qg"’o] =[0 F,m,abs] and so, we can thus conclude that
T« [§E,m] = [§F,m,abs] in KKo(C(X),C)

as desired. [
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