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Abstract. – The paper is devoted to the optimal control of a system with two time-scales,
in a regime when the limit equation is not of averaging type but, in the spirit of Wong–Zakai
principle, it is a stochastic differential equation for the slow variable, with noise emerging from
the fast one. It proves that it is possible to control the slow variable by acting only on the fast
scales. The concrete problem, of interest for climate research, is embedded into an abstract
framework in Hilbert spaces, with a stochastic process driven by an approximation of a given
noise. The principle established here is that the convergence of the uncontrolled problem is
sufficient for the convergence of both the optimal costs and the optimal controls. This target is
reached using Girsanov transform and the representation of the optimal cost and the optimal
controls using a Forward-Backward System. A challenge in this program is represented by the
generality considered here of unbounded control actions.

Keywords. – two-scale system, climate model, optimal stochastic control, backward stochastic
differential equation.
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1. Introduction

In this paper, we are concerned with optimal control problems associated with stochastic
equations in abstract Hilbert spaces [6–8], and their convergence. More precisely, we
introduce a family of stochastic equations indexed by a parameter " 2 .0; 1/, driven by
a stochastic process obtained as the approximation of some given noise W via some
general approximation map �". Then, we solve a control problem for every " 2 .0; 1/
and we are interested in understanding if the convergence of both the optimal costs and
the optimal controls holds true as "! 0.

In order to answer this question, we develop a general framework for studying the
approximations of stochastic optimal control problems.

Apart from very natural technical assumptions, the only hypothesis on the approx-
imation maps �" is the validity of some Wong–Zakai type of convergence. That is,
we assume that the solution of the uncontrolled equation driven by the approximation
of the noise �".W / converges in probability, as "! 0, towards the solution of the
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uncontrolled equation driven byW (cf. Assumption 4.1). The key result of this work is
that the convergence of the uncontrolled problems is sufficient for the convergence of
both the optimal costs and the optimal controls (cf. Theorem 4.2)

In this paper, the above goal is achieved through the representation of the optimal cost
and the optimal controls using a Forward-Backward System of Stochastic Differential
Equations (FBSDEs) (see e.g. the system (3.9) here). This technique has been widely
used in the last twenty-five years both in finite and in infinite-dimensional frameworks
(see for instance [28] or [12, Chapter 6] and references within). It has the advantage
to characterize not only the optimal state of a stochastic control problem but also the
optimal feedback law, without requiring the regularity of the value function. This is, in
extreme synthesis, the reason why we are able to obtain our main abstract convergence
result, see Theorem 4.2 and, in particular, the convergence of optimal controls stated
in it.

On the other hand, it should be stated from the beginning that the techniques we
employ rely heavily on non-trivial Girsanov transform methods, which in turn require
a specific structure of the controlled state equation. Roughly speaking, we must assume
that the control acts only in the directions of the state space influenced by the noise.
Moreover, the approximating operator �" must act in the same way on both the noise
and the control. Nevertheless, several natural examples exhibit the required structure—
among them, the case in which both the noise and the control act on the boundary of a
domain (and on the same parts of the boundary), see [9], or the case of a state equation
with a delay in the state, see [17].

In this work, we consider the case in which the running cost is quadratic and coercive
with respect to the control variable, while exhibiting bounded behavior in the state
variable (cf. Assumption 2.5). This choice of allowing “unbounded” control actions
introduces significant technical challenges in the development of the FBSDE approach
to optimal control problems. First of all, it interacts with the necessity of adopting
a weak formulation for the control problem. Indeed, the final convergence argument
(cf. Section 2.4) works if uncontrolled state equations refer to the same stochastic
framework. Consequently, we are led to express the control problem in a weak form.
This implies that a rigorous formulation of the problem, along with the characterization
of the class of admissible controls, involves a change of probability that necessitates
the introduction of a localization argument (cf. Definition 2.7 and Proposition 2.11).

In addition, the Hamiltonian non-linearity , introduced in Section 3.1, which drives
the backward equation in the FBSDE system (cf. equation (3.9)), is non-Lipschitz with
respect to its second variable, denoted by Z. To address this point, we adapt the
techniques developed in [3,23], taking profit, in particular, of the specific properties of
BMO martingales (cf. Section 3.2 here and [22]). The appropriate use of this class of
martingales, along with the corresponding estimates, constitutes a crucial element in
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the proof of our main general result, cf. Theorem 4.2. In synthesis, the combination
of a coercive quadratic cost function and a non-Lipschitz Hamiltonian introduces
considerable complexities. These necessitate the use of advanced stochastic analysis
techniques, notably those concerning BMO martingales, to ensure the well-posedness
of the optimal control problems and their convergence, within the weak formulation
framework.

Our main motivation for studying general approximations of stochastic optimal
control problems comes from the desire of understanding the behavior of controlled
slow-fast systems of stochastic equations .X";Q"/, depending on a small parameter
0 < "� 1. Indeed, in certain prototypical situations, the slow component X" of the
system converges as "! 0 towards a limiting closed equation. Here, the term “closed”
refers to the fact that the equation for the limit yX no longer depends on the fast variable.
In this case, we intend to study a control problem for the systems .X"; Q"/ and for
the limit equation yX . A natural question is whether the control problem for .X";Q"/

can be solved at every " > 0, and whether or not the solutions of the control problems
converge as "! 0 to a solution of the control problem for yX . The relevance of this
problem becomes clear in view of the interpretation of slow-fast systems as general
models of climate-weather interaction (see next subsection for additional details). With
the lens of this interpretation, the convergence of control problems translates into the
following question: Is it possible to “control” the evolution of the climate by acting
only at meteorologic scales?

We believe this setting is robust enough to be amenable to further generalizations
of the control problems (1.3) and (1.4), cf. the discussion in Section 5.

1.1. A motivating example: Climatic model

Let us start with a motivating example. We consider a slow-fast system having the
following form:

(1.1)

8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂:

dX"t D AX
"
t dt C b.X

"
t /dt C �.X

"
t /Q

"
tdt; t 2 Œ0; T �;

X".0/ D x0;

dQ"
t D �

1

"
Q"
tdt C

1

"
GdWt ; t 2 Œ0; T �;

Q".0/ D 0:

Solutions of (1.1) are pairs of stochastic processes .X";Q"/, where the “slow” compo-
nent .X"/ takes values in a Hilbert spaceK and the “fast” component .Q"/ takes values
in a Hilbert space H . We denote by j � jK and j � jH the norms on these spaces, and by
h�; �iK and h�; �iK the inner products. For simplicity we assume x0 2 K to be given and
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deterministic. In the lines above, .Wt / is a cylindrical Wiener process on a complete
probability space .�;F ;P / with complete and right-continuous filtration .F W

t /, and
G is a Hilbert–Schmidt operator on the Hilbert spaceH withGvD

P1
iD1 �i hei ; viH ei

for every v 2H , where
P1
iD1�

2
i <1 and .ei /i2N is an orthonormal basis inH . Finally,

A W K ! K is linear continuous, b W K ! K is Lipschitz and � W K ! L.H IK/

is of class C 2
b

. The maps b and � can be expressed in terms of their coordinates
b.x/j WD hb.x/; fj iK and .�.x/em/j WD �j;m.x/ WD h�.x/em; fj iK , where .fj /j2N

is an orthonormal basis in K and j;m 2 N.
This kind of slow-fast systems has been extensively studied in pure and applied

mathematics. Among other important question, one is naturally led to ask what the
behavior of this system is in the limit of infinite separation of scales "! 0. Heuristically,
the fast oscillations of the processQ" prevent it from converging as a genuine function,
and the convergence of Q" usually holds in a space of distributions with respect to
time. On the other hand, the slow component X" can converge as a function but its
limiting dynamics should retain information about the statistics of Q". When the limit
yX WD lim"!0X

" solves a closed equation, we say that the limiting equation for yX is a
stochastic model reduction of (1.1).

The first rigorous examples of stochastic model reduction of finite-dimensional
equations are due to Kurtz [24] and Majda, Timofeyev, and Vanden Eijnden [26]. In
particular, the latter successfully gave a stochastic model reduction of the truncated
Barotropic Equations, identifying the slow variable X" as a quantity evolving on
climatic time-scale and the slow variable Q" as a quantity evolving on meteorologic
time-scale. The small constant " > 0 represents the ratio between the speed of the
evolution at these different time-scales. A similar interpretation was given in [2].

Under the previous assumptions on (1.1) and assumingK finite dimensional, in [2]
it is proved that, as " goes to zero, the sequence .X"/ converges in probability in the
C.Œ0; T �;K/ norm towards the solution . yX/ of the “reduced” equation

(1.2)

´
d yXt D A yXtdt C Ob. yXt /dt C �. yXt /GdWt ; t 2 Œ0; T �;

yX.0/ D x0;

where�
Ob.x/

�
i
WD
�
b.x/

�
i
C
1

2

1X
mD1

�2m

dX
jD1

Dj�
i;m.x/�j;m.x/; x 2 K; i 2 N:

Notice that under the present assumptions, Ob W K ! K is Lipschitz.
It is wort noticing that, differently to “standard” two-scale stochastic models where

the fast evolution equation is obtained by a simple change of the time-scale with ratio
" (for the controlled version of such systems see, e.g. [1, 18, 19, 21, 27]), here, the
oscillations induced by the noise in the fast equation are magnified by a factor 1=

p
".
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As a matter of fact, the two classes of slow-fast models show a very different behavior in
the limit. Here, a new noise term and a correction drift appear in the reduced equation,
while in the other case, the reduced equation is obtained by “averaging” the original
coefficients with respect to a suitable “invariant measure”.

It should also be pointed out that equations of the form (1.2) have already appeared
in the study of climate since the seminal work of Hasselmann [20] on stochastic climate
models. Indeed, Hasselmann proposes a general stochastic model to predict the evolution
of quantity on climatic time-scales, without referring to any particular specification
of the coefficients A, Ob, � of (1.2). The deep aspect of Hasselmann proposal is that a
(small intensity) noise should be taken into account for a more correct description of
the system.

In a second moment, the general theory of stochastic climate models has been spe-
cialized to particular systems, possibly adding ad hoc assumptions on the coefficients.
To mention a few works in this direction, let us cite [16] on sea-surface temperature
anomalies and thermocline variability, [11] on an energy balance model addressing tem-
perature fluctuations due to rising carbon dioxide levels, [4] on magneto-hydrodynamics
models, [15] on random attractors, and [25] on climatic tipping points.

1.2. Controlled climatic model

We wish to study a controlled version of this model, with control acting at the meteoro-
logic scale. Namely, fixing a Hilbert space U and given a progressively measurable
control process u taking values in U , we consider the system

(1.3)

8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂:

dX
";u
t D AX

";u
t dt C b.X

";u
t /dt C �.X

";u
t /Q

";u
t dt t 2 Œ0; T �;

X.0/ D x0;

dQ
";u
t D �

1

"
Q
";u
t dt C

1

"
Gr.ut /dt C

1

"
GdWt ; t 2 Œ0; T �;

Q.0/ D 0;

where r W U !H is a Lipschitz map. We also introduce a controlled reduced equation;
namely,

(1.4)

´
d yXut DA

yXtdtC Ob. yXt /dtC�. yX
u
t /Gr.ut /dtC�.

yXut /GdWt ; t 2 Œ0; T �;

yX.0/Dx0:

The control problems above come with the two cost functionals: J ", related to
system (1.3), and J , related to equation (1.4), which we assume both quadratic and
coercive in u. In detail, the costs are given by

J ".x0; u/ WD E

� Z T

0

l.X";us ; us/ds C h.X
";u
T /

�
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and

J.x0; u/ WD E

� Z T

0

l.Xus ; us/ds C h.X
u
T /

�
so that the functionals above are well defined.

For the precise assumptions on l and h, as well as for the definition of the class
of admissible controls, we refer to Assumption 2.5, Definition 2.7, and Theorem 3.6
below.

Our main result goes as follows, see also Theorem 4.2 for a precise statement. We
prove the following:

(i) The control problems (1.3) and (1.4) admit an optimal control, denoted, respec-
tively, as u" and Ou.

(ii) The optimal controls are square integrable.

(iii) As "! 0, the optimal costs converge: J ".x0; u"/! J.x0; Ou/.

(iv) As "! 0, the optimal controls converge: E
R T
0
ju"t � Out j

2 dt ! 0.

It is perhaps worth noticing that although we start by approximating problems with
control acting at meteorological time-scale, we end up with a limit reduced problem
with control acting at climatic time-scale.

We hope that this work, devoted to a simplified model, may serve as a useful starting
point for examining the behavior of optimal controls in related, more realistic, contexts.

2. A general framework for the approximation of stochastic optimal
control problems

We adopt a weak formulation of the problem, which is particularly well suited to
our framework, as it enables the definition of all control problems on a common
stochastic basis. This approach, combined with the representation of both the optimal
cost and the optimal control through the solution of a backward stochastic differential
equation (BSDE), allows us to establish the convergence, as "! 0, of the optimal
costs, J ".x0; u"/! J.x0; Ou/, as well as the optimal controls, u" ! Ou. It is important
to note that, due to the unbounded nature of the controls, the weak formulation cannot
be obtained via a straightforward application of the Girsanov transform. Instead, we
must employ a localization argument.

2.1. Settings

Let us reprise the notation of the previous motivating examples although precise working
assumptions in the more general framework will be stated later. We fix H , K, and
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U real separable Hilbert spaces (in our motivating model, H hosts the fast variables,
K should host the slow variables of the system, and U will describe the actions of
the control processes). Also recall that .Wt /t�0 is an H -valued Wiener process on a
complete probability space .�;F ;P /, with complete and right-continuous filtration
.F W
t /t�0.
Given an arbitrary Banach space E and p 2 Œ1;1/, let us denote by Lp;loc

W .� �

Œ0; T �; E/ the space of .F W
t /-progressively measurable stochastic processes in

L
p;loc
W .� � Œ0; T �IE/ WD

²
ˆ W � � Œ0; T �! E W

Z T

0

jˆt j
p
Edt <1 P -a.s.

³
:

We will need also the spaces L2W .� � Œ0; T �IE/ of square integrable progressive
measurable processes ˆ W � � Œ0; T �! E verifying

jˆj2
L2
W
.��Œ0;T �IE/

WD E

Z T

0

jˆt j
2
Edt <1

and, for p 2 Œ1;1�, the spaces LpW .�IC.Œ0; T �IE// of progressive measurable pro-
cesses Y with continuous paths in E, such that the norm

jY jLp
W
.�IC.Œ0;T �IE// WD

ˇ̌
sup

s2Œ0;T �

jYsjE
ˇ̌
Lp.�/

is finite, with the subspace of predictable processes Y with continuous paths in E.
We finally denote by 	 the space of H -valued continuous Itô-semimartingales of

the form

(2.1) It D

Z t

0

ˆsds C

Z t

0

‰sdWs;

with ˆ 2 L1;loc
W .� � Œ0; T �IH/ and ‰ 2 L2;loc

W .� � Œ0; T �IL2.H// where L2.H/
stands for the space of Hilbert–Schmidt operators from H to H .

We introduce a class of functionals .�"/">0 from 	 to the class of càdlàg processes

� � Œ0; T �! K

and we assume the following.

Assumption 2.1. For every I 2 	, �"ŒI � is an .F W
t /t�0-adapted process and its law

only depends on the law of I .

For the sake of the presentation, let us point out that one could think of the family
of processes .�"ŒI �/">0 as some adapted approximation of the noise I , e.g., adapted
piecewise linear interpolation, convolution, or colored-in-time approximation à la
Ornstein–Uhlenbeck.
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2.2. State equations

The first class of state equations represents evolution equations with smoothed noises;
namely,

(S")

´
dX"t D AX

"
t dt C b.X

"
t /dt C �.X

"
t /�

"ŒGW �tdt; t 2 .0; T �;

X".0/ D x0:

The second class corresponds to stochastic equations with white-in-time noises:

(S)

´
d yXt D

�
A yXt C Ob. yXt /

�
dt C �. yXt /GdWt ; t 2 .0; T �;

X.0/ D x0:

Example 2.2. The motivating example of the introduction can be rephrased within
this general framework by defining

�"ŒI �t WD
1

"

Z t

0

e�.t�s/"
�1

dIs

D
1

"

Z t

0

e�.t�s/"
�1

ˆsds C
1

"

Z t

0

e�.t�s/"
�1

‰sdWs:

(2.2)

Indeed, the cost functionals J " and J only involve the slow component of the solution
to systems (1.1) and (1.2), so (1.1) and (1.2) can be replaced by (S") and (S) without
loss of useful information.

In both (S") and (S), the coefficients satisfy the following.

Assumption 2.3. We assume the following:

(Hp 1-A) A W D.A/ ! K is a (possibly unbounded) linear operator with domain
D.A/ � K that generates a C0-semigroup .etA/t�0.

(Hp 1-b) b and Ob are Lipschitz maps from K to K and we fix a constant Lb > 0 such
that

(2.3)
ˇ̌
b.x/ � b.y/

ˇ̌
K
� Lb jx � yjK ; 8x; y 2 KI

and the same holds for Ob.

(Hp 1-� ) � is a Lipschitz map fromK to L.H IK/ and we fix a constant L� > 0 such
that

(2.4)
ˇ̌
�.x/ � �.y/

ˇ̌
L.H IK/

� L� jx � yjK ; 8x; y 2 K:

The following existence and uniqueness result is a consequence of straightforward
fixed-point arguments.
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Theorem 2.4. Under Assumption 2.3, for every " > 0, there exists an adapted process
X" with continuous trajectories solving equation (S") in a mild-pathwise sense, that is,
such that for P almost every ! 2 �, it holds for all t 2 Œ0; T � that

X"t .!/ D x0 C

Z t

0

e.t�s/A
�
b.X"s .!//C �.X

"
s .!//�

"ŒGW �s.!/
�
ds:

Moreover, there exists a unique mild solution yX of equation (S) that belongs to
L
p
W .�IC.Œ0; T �IK// for all p > 1.

2.3. Controlled equations

Next, let us introduce the controlled equations we are going to study in this general
framework. Let X";u solve

(2.5)

8̂̂̂<̂
ˆ̂:
dX

";u
t D AX

";u
t dt C b.X

";u
t /dt

C �.X
";u
t /

�
�"
�
G

�
W C

Z �
0

r.X";us ; us/ds

���
t

dt; t 2.0; T �;

X".0/ D x0;

and let Xu solve

(2.6)

8̂<̂
:
dXut D

�
AXut C

Ob.Xut /
�
dt C �.Xut /G dWt

C �.Xut /G r.X
u
t ; ut /dt; t 2 .0; T �;

X.0/ D x0:

Formally speaking, our purpose is to minimize the cost functionals (formally written)
over all the admissible controls u

(2.7)
J ".x0; u/ D E

� Z T

0

l.X";us ; us/ds C h.X
";u
T /

�
;

J.x0; u/ D E

� Z T

0

l.Xus ; us/ds C h.X
u
T /

�
:

However, a precise formalization of the control problem will be given later. For the
time being, let us state our main assumptions on the functions r , l , and h.

Assumption 2.5. We assume the following:

(Hp 2-r) r W K � U ! H is measurable such that for some constants Mr ; Lr > 0,ˇ̌
r.x; u/

ˇ̌
H
�Mr

�
1C jujU

�
; 8x 2 K; u 2 U I(2.8) ˇ̌

r.x; u/� r.y; u/
ˇ̌
H
� Lr

�
jx � yjK ^ 1

��
jujUC1

�
; 8x; y2K; u2U:(2.9)

Moreover, we assume that there exists u? 2 U such that r.x;u?/D 0 for all x 2H .
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(Hp 2-l) l WK�U!R is a measurable map such that for some constantsMl ; ml ; cl>0,

ml juj
2
U � cl � l.x; u/ �Ml

�
1C juj2U

�
; 8x 2 K; u 2 U I(2.10) ˇ̌

l.x; u/ � l.y; u/
ˇ̌
� Ll jx � yjK ; 8x; y 2 K; u 2 U:(2.11)

Notice that the above implies that, for a suitable constant Cl > 0,

(2.12)
ˇ̌
l.x; u/

ˇ̌
� Cl

�
1C juj2U

�
8x 2 K; u 2 U;

and hence we deduce that there exists a constant C > 0 such that

(2.13)
ˇ̌
l.x; u/ � l.y; u/

ˇ̌
� C

�
jx � yjK ^ 1

��
1C juj2U

�
8x; y 2 K; u 2 U:

(Hp 2-h) h W K ! R such that for some constant Mh > 0,ˇ̌
h.x/

ˇ̌
�Mh; 8x 2 KI(2.14) ˇ̌

h.x/ � h.y/
ˇ̌
� Lhjx � yjK ; 8x; y 2 K:(2.15)

Remark 2.6. Notice that if r.x; u/ D r0.x/u with r0 bounded and Lipschitz, then
assumption (Hp 2-r) holds with u? D 0.

2.4. Rigorous formalization of the control problem

We start by considering, for " > 0, the formal cost functional

J ".x0; u/ D E

� Z T

0

l.X";us ; us/ds C h.X
";u
T /

�
:

If we assume the following boundedness condition on the controlsZ T

0

jut j
2
Udt � c <1; P almost surely;

then a straightforward application of Girsanov transform, together with the fact that the
law of the solution to equations (S") does not depend on the specific stochastic basis,
yields

J ".x0; u/ D E

�
ET
�
r.X"; u/

�� Z T

0

l.X"s ; us/ ds C h.X
"
T /

��
;

where Et .r.X
"; u// WD exp¹

R t
0
r.X"s ; us/ dWs �

1
2

R t
0
jr.X"s ; us/j

2 dsº and, we recall,
.X"/ solves the uncontrolled evolution equation (S").



on approximations of stochastic optimal control problems 45

However, while the condition u 2 L2W .� � Œ0; T �I U/ is necessary due to the
quadratic dependence of the running cost l on the control variable u (see Assump-
tion (2.10)), the additional requirementZ T

0

jut j
2
U dt � c

appears excessively restrictive in this setting. In fact, optimal controls within the
space L2W .� � Œ0; T �IU/ are not necessarily expected to satisfy such a bound. This is
illustrated, for instance, by the form of the optimal feedback control Ou in Example 3.3.

For this reason, we do not impose the condition of P -essential boundedness on the
L2.Œ0; T �IU/ norm of the control trajectories. This choice, along with our adoption of
a weak probabilistic formulation of the control problem, introduces several technical
challenges.

In particular, even the characterization of the class of admissible controls becomes
non-trivial. We now introduce the following definition, which we consider to be a
natural one.

Definition 2.7. For every u 2 L2;loc
W .� � Œ0; T �IU/, we set the following.

(1) Let �n, n 2 N, be a sequence of stopping times defined by

�n WD inf
²
t � 0 W

Z t

0

jusj
2
U ds � n

³
:

(2) Let u? be such that r.x; u?/ D 0 for every x 2 H (see (Hp 2-r) in Assumption
2.5) and let un denote the control

uns WD usI¹0�s��n^T º C u?I¹�n^T<s�T º; s 2 Œ0; T �:

(3) Let Et .r.X
"; un// be the exponential martingale

Et
�
r.X"; un/

�
WD exp

²Z t

0

r.X"s ; u
n
s / dWs �

1

2

Z t

0

ˇ̌
r.X"s ; u

n
s /
ˇ̌2
ds

³
:

We define the space of admissible controls U"
ad as the space:

U"
ad WD

²
u 2 L2W

�
�� Œ0; T �IU

�
W sup
n2N

E

�
ET
�
r.X"; un/

� Z T^�n

0

jusj
2
U ds

�
<1

³
:

Notice that U"
ad, in the definition above, may in principle depend on x0.

Remark 2.8. Notice that, in view of the fact that r.x; u?/ D 0, we have

ET
�
r.X"; un/

�
D ET^�n

�
r.X"; un/

�
D ET^�n

�
r.X"; u/

�
:
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Remark 2.9. The sequence n 7!E.ET .r.X";un//
R T^�n
0

jusj
2
U ds/ is non-decreasing

in n. Indeed, if m < n, we have �m � �n almost surely, and therefore

E

�
ET
�
r.X"; un/

� Z T^�n

0

jusj
2
U ds

�
D E

�
ET^�n

�
r.X"; un/

� Z T^�n

0

jusj
2
U ds

�
� E

�
ET^�n

�
r.X"; un/

� Z T^�m

0

jusj
2
U ds

�
D E

�
E

�
ET^�n

�
r.X"; un/

� Z T^�m

0

jusj
2
U ds

ˇ̌
F W
�m^T

��
D E

�
ET^�m

�
r.X"; un/

� Z T^�m

0

jusj
2
U ds

�
D E

�
E

�
ET^�m

�
r.X"; um/

� Z T^�m

0

jusj
2
U ds

ˇ̌
F W
�m^T

��
D E

�
ET
�
r.X"; um/

� Z T^�m

0

jusj
2
U ds

�
:

Thus, if u 2 U"
ad, then there exists finitely the limit

lim
n!C1

E

�
ET
�
r.X"; un/

� Z T^�n

0

jusj
2
U ds

�
2 R:

Remark 2.10. To further justify the choice of the class U"
ad of admissible controls,

recall that if we define d Pn WDET^�n.r.X
";un//dP andW n

t WDWt�
R t
0
r.X"s ;u

n
s /ds,

then .X"/ satisfies (2.5) with .W / replaced by the Pn Wiener process .W n
t /t�0. Namely,8̂̂̂<̂

ˆ̂:
dX"t D AX

"
t dt C b.X

";u
t /dt

C �.X"t /

�
�"
�
G

�
W n
C

Z �
0

r.X"s ; us/ds

���
t

dt; t 2 .0; T �;

X".0/ D x0;

and E.ET^�n.r.X"; un//
R T^�n
0

jusj
2
U ds/ coincides with EPn.

R T^�n
0

jusj
2
U ds/ and

it seems natural to ask that supn EPn.
R T^�n
0

jusj
2
U ds/ <1.

We are eventually ready to rigorously introduce our cost functional J ". Namely, we
set for any u 2 U"

ad,

(2.16) J ".x0; u/ WD lim
n!1

E

�
ET
�
r.X"; un/

�� Z T

0

l.X"s ; u
n
s / ds C h.X

"
T /

��
:

Such functional is well defined; indeed, we can prove the following result.
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Proposition 2.11. For any u 2 U"
ad, the cost functional J ".x0; u/ given in (2.16) is

well defined.

Proof. We show that E.ET .r.X"; un//
R T
0
l.X"s ; u

n
s / ds/ is a (real-valued) Cauchy

sequence. Let m > n. By the martingale property of .Et .r.X"; u///t and (2.12), we
have ˇ̌̌̌

E

�
ET
�
r.X"; um/

�Z T

0

l.X"s ; u
m
s / ds

�
�E

�
ET
�
r.X"; un/

�Z T

0

l.X"s ; u
n
s / ds

�ˇ̌̌̌
�

ˇ̌̌̌
E

�
ET^�m

�
r.X"; u/

� Z T^�n

0

l.X"s ; u
m
s / ds

�
C E

�
ET^�m

�
r.X"; u/

� Z T

T^�n

l.X"s ; u
m
s / ds

�
� E

�
ET^�n

�
r.X"; u/

� Z T^�n

0

l.X"s ; us/ ds

�
� E

�
ET^�n

�
r.X"; u/

� Z T

T^�n

l.X"s ; u?/ ds

�ˇ̌̌̌
D

ˇ̌̌̌
E

�
ET^�m

�
r.X"; u/

� Z T

T^�n

l.X"s ; u
m
s / ds

�
� E

�
ET^�n

�
r.X"; u/

� Z T

T^�n

l.X"s ; u?/ ds

�ˇ̌̌̌
�

ˇ̌̌̌
E

�
ET^�m

�
r.X"; u/

� Z T^�m

T^�n

l.X"s ; us/ ds

�ˇ̌̌̌
C TCl

�
1C ju?j

2
U

��
E
�
ET^�n

�
r.X"; u/

�
I¹�n<T º

�
C E

�
ET^�m

�
r.X"; u/

�
I¹�m<T º

��
:

(2.17)

We start from the last two terms. It holds, by the Markov inequality, that

E
�
ET^�n

�
r.X"; u/

�
I¹�n<T º

�
D E

�
ET^�n

�
r.X"; u/

�
I
¹
R T^�n
0 jus j

2
U
ds�nº

�
�
1

n
E

�
ET^�n

�
r.X"; u/

� Z T^�n

0

jusj
2
U ds

�
;

and the same holds for E.ET^�m.r.X
"; u//I¹�m<T º/. In particular, since u 2Uad, both

terms go to zero as n;m!1.
Regarding the first term, we notice that it is smaller than

E

�
ET^�m

�
r.X"; u/

� Z T^�m

T^�n

jusj
2
U ds

�
D E

�
ET^�m

�
r.X"; u/

�Z T^�m

0

jusj
2
U ds

�
� E

�
ET^�n

�
r.X"; u/

�Z T^�n

0

jusj
2
U ds

�
:
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Since u 2 U"
ad, the sequence .E.ET^�n.r.X"; u//

R T^�n
0

jusj
2
U ds//n is a Cauchy

sequence, see also Remark 2.9. Therefore, the difference above as well converges to
zero as n;m! 0.

In a similar way, we show that E.ET .r.X"; un//h.X"T // is a Cauchy sequence.

We can define the admissible controls U" and the cost functional of the limit control
problem (2.6) in a similar way.

3. BSDE representation of the value function and of the optimal control

3.1. Hamiltonian function associated with the cost functional

We introduce the Hamiltonian function  :

 W K �H� ! R;  .x; z/ WD inf
u2U

®
l.x; u/ �

˝
z; r.x; u/

˛¯
;

where hz; r.x; u/i denotes the duality betweenH andH�. Thanks to Assumptions 2.5,
we have the following.

Corollary 3.1. The function  has the following properties (for suitable constants
M and L ): ˇ̌

 .x; z/
ˇ̌
�M 

�
1C jzj2H�

�
8x2K; 8z2H�;(3.1) ˇ̌

 .x; z/� .x; z0/
ˇ̌
�L 

�
1CjzjH�Cjz

0
jH�

�
jz�z0jH� 8x2K; 8z; z

0
2H�;(3.2) ˇ̌

 .x0; z/� .x; z/
ˇ̌
�L 

�
1Cjzj2H�

��
jx�x0jK ^1

�
8x; x02K; 8z2H�:(3.3)

Proof. By (2.12) and (2.8), we easily get that

 .x; z/ � l.x; u?/ �
˝
z; r.x; u?/

˛
� Cl

�
1C ju?j

2
U

�
:

On the other hand, there exists a finite constant c such that, for every u satisfying
jujU � c.1C jzjH�/, it holds that, recalling that ml > 0,

l.x; u/ �
˝
z; r.x; u/

˛
� �cl Cml juj

2
U �Mr jzjH�

�
1C jujU

�
� 0;

while for u satisfying jujU � c.1C jzjH�/, we have

l.x; u/ �
˝
z; r.x; u/

˛
� �cl Cml juj

2
U �Mr jzjH�

�
1C jujU

�
� �.cl C cMr CMr/

�
1C jzj2H�

�
:

Hence, we deduce that there exists a constant M such thatˇ̌
 .x; z/

ˇ̌
�M 

�
1C jzj2H�

�
:
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Proceeding as above, we notice that

l.x;u/�
˝
z; r.x;u/

˛
��clCml juj

2
U �Mr jzjH�

�
1CjujU

�
� l.x;u?/� hz; r.x;u?/

˛
whenever juj � c.1C jzj/ for a suitable constant c. Thus,

 .x; z/ D inf
u2U; juj�c.1Cjzj/

®
l.x; u/ �

˝
z; r.x; u/

˛¯
:

Next, the difference j .x; z/ �  .x; z0/j is controlled from above withˇ̌̌
inf

jujU�c.1CjzjH�Cjz
0jH� /

�
l.x; u/ �

˝
z; r.x; u/

˛�
� inf
jujU�c.1CjzjH�Cjz

0jH� /

�
l.x; u/ �

˝
z0; r.x; u/

˛�ˇ̌̌
� sup
jujU�c.1CjzjH�Cjz

0jH� /

jz � z0jH�
ˇ̌
r.x; u/

ˇ̌
� .cMr CMr/

�
1C jzjH� C jz

0
jH�

�
jz � z0jH�

� L 
�
1C jzjH� C jz

0
jH�

�
jz � z0jH� :

Finally, in view of (2.9) and (2.13), the difference j .x; z/ �  .x0; z/j is controlled
from above withˇ̌̌

inf
jujU�c.1CjzjH� /

�
l.x; u/ �

˝
z; r.x; u/

˛�
� inf
jujU�c.1CjzjH� /

�
l.x0; u/ �

˝
z; r.x0; u/

˛�ˇ̌̌
� sup
jujU�c.1CjzjH� /

ˇ̌
l.x; u/ � l.x0; u/

ˇ̌
C sup
jujU�c.1CjzjH� /

jzjH�
ˇ̌
r.x; u/ � r.x0; u/

ˇ̌
� 2cCl

�
jx � x0jK ^ 1

��
1C jzjH�

�2
C cLr jzjH�

�
1C jzjH�

��
jx � x0jK ^ 1

�
� L 

�
1C jzj2H�

��
jx � x0jK ^ 1

�
:

In the following, we assume that the infimum of the definition of is indeed achieved.

Assumption 3.2. There exists a measurable function u.x; z/ W K �H� ! U such
that

(1)  .x; z/ D infu2U ¹l.x; u/ � hz; r.x; u/iº D l.x; u.x; z// � hz; r.x; u.x; z//i;

(2) there exists a constant Lu > 0, such that

(3.4)
ˇ̌
u.x; z/ � u.x0; z0/

ˇ̌
U
� Lu

�
jz � z0jH� C

�
1C jzjH�

��
1 ^ jx � x0jK

��
8x; x0 2 K; 8z; z0 2 H�:

Example 3.3. Assume that U D H and let l.x; u/ WD l0.x/C juj2K and r.x; u/ WD
r0.x/u with l0 and r0 bounded continuous functionsK ! R andK ! L.H/, respec-
tively. In this case, if one identifies H� with H by the canonical Riesz isomorphism,
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one gets

 .x; z/ D l0.x/ �
1

4

ˇ̌
r0.x/

�z
ˇ̌2
H�

and u.x; z/ D
1

2
r0.x/

�z:

Thus, Assumptions 3.2 are verified.

3.2. BMO martingales

For the reader’s convenience and in order to fix the notation, we report here a few basic
facts on BMO martingales, following [3, 22].

Let T 2 .0;1/ be given. A continuous .�; .Ft /t2Œ0;T �;P / local martingale is a
BMO2 martingale on the time interval Œ0; T � if

kMkBMO2 WD sup
�2T




E
�
.MT �M� /

2
ˇ̌
F�

�1=2



L1.�/

D sup
�2T




E
�
hM iT � hM i�

ˇ̌
F�

�1=2



L1.�/

<1;

where � in the supremum varies in the class T of all stopping times satisfying � � T
almost surely. If .‰/ is a process inL2;loc

W .�� Œ0; T �IH�/ andMt D
R t
0
‰sdWs , then

(3.5) kMk2BMO2 D sup
�2T





E

�Z T

�

j‰sj
2
H�ds

ˇ̌
F�

�




L1.�/

;

whenever the right-hand side is finite.
Moreover, again in the particular case Mt D

R t
0
‰sdWs , by [22, p. 26] (see also

[3, formula (13), p. 831]), one has that for all p � 1, there exists a finite constant c.p/
such that

(3.6) E

�Z T

0

j‰sj
2
H�ds

�p
� c.p/kMk

2p
BMO2 :

Finally, the exponential martingale

E.‰/t WD exp
�Z t

0

‰sdWs �
1

2

Z t

0

j‰sj
2
H�ds

�
is uniformly integrable and, by [3, formula (6), p. 824], there exists q� > 1, depending
only on kMkBMO2 , such that for all q 2 .1; q�/, there is a suitable finite constant
C.q; kMkBMO2/ such that for every stopping time � � T , it holds that

(3.7) E
�
E.M/

q
T jF�

�
� C

�
q; kMkBMO2

�
E.M/q� :

In particular, taking � D 0, one gets

(3.8) E
�
E.M/

q
T

�
� C

�
q; kMkBMO2

�
:
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3.3. BSDE representation

We are in the position to prove the following.

Theorem 3.4. Under Assumptions 2.3 and 2.5, there exists a unique triple of stochas-
tic processes .X"; Y "; Z"/ adapted to the filtration .F W

t /t2Œ0;T � such that X" has
continuous trajectories, Y " 2 L1W .�IC.Œ0; T �IR//, Z

" 2 L2W .� � Œ0; T �IH
�/, and

.X"; Y "; Z"/ is a solution to the following system:

(3.9)

8̂̂<̂
:̂
d

dt
X"t D

�
AX"t C b.X

"
t /
�
C �.X"t /

�
�"ŒGW �

�
t
t 2 .0; T �;

�dY "t D  .X
"
t ; Z

"
t / dt �Z

"
t dWt

X".0/ D x0; Y "T D h.X
"
T /:

Moreover,

(3.10) sup
t2Œ0;T �

jY "t jL1W .�IC.Œ0;T �IR// C





 Z �
0

Z"sdWs






BMO2

� �;

where � > 0 is independent of ".

Proof. By Theorem 2.4, the forward equation has a unique solution

X" 2 L2W
�
�IC

�
Œ0; T �IK

��
:

Following [3, Proposition 11], see also [23, Proposition 2.1], there exists a unique
.Y "; Z"/, such that

sup
t2Œ0;T �

jY "t jL1W .�IC.Œ0;T �IR// �Mh CM T;(3.11)

E

Z T

0

jZ"j2H� dt � C(3.12)

for a constant C > 0 depends only on Mh;M ; T .
Let us check the uniform bound for the BMO2 norm of the martingale term in

(3.10). We follow again [3].
We apply the Itô formula to �.Yt Cm/, where m is chosen so that Yt Cm � 0

and �.x/D .e2Cx � 2Cx � 1/=.2C 2/, so that for all x � 0, �0.x/ � 0 and 1
2
�00.x/�

C�0.x/ D 1 are satisfied, for some C > M , given in Corollary 3.1. Then, taking the
conditional expectation with respect to F� , for any stopping time � � T , we have the
following (we avoid the subscript in the norms for simplicity):

�.Y� Cm/C
1

2
EF�

�Z T

�

�00.Ys Cm/jZsj
2 ds

�
D EF��.YT Cm/C EF�

�Z T

�

�0.Ys Cm/ .Zs/ ds

�
:
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Thus, for every � � T ,

�.Y� Cm/C
1

2
EFt

�Z T

�

jZsj
2 ds

�
D EFt�.YT Cm/C EFt

�Z T

�

�0.Ys Cm/Œ .Zs/ � C jZsj
2� ds

�
� EFt�.YT Cm/CM EFt

�Z T

�

�0.Ys Cm/ds

�
:

Theorem 3.5. Under Assumptions 2.3, 2.5, and 3.2, we have that

(3.13) Y "0 D inf
u2U"

ad

J ".u/ D J "
�
u.X"; Z"/

�
;

where .X"; Y "; Z"/ is given in Theorem 3.4 and u is defined in Assumption 3.2.

Proof. We need to get a fundamental relation for a generic u 2 U"
ad, or at least for its

approximations.
Proceeding as in Remark 2.10, we apply Girsanov transformation to ensure that

W n
t WD �

Z t

0

r.X"s ; u
n
s / ds CWt

is a cylindrical Wiener process under the probability dPn WD ET .r.X
"; un//dP . Thus,

�dY "t D  .X
"
t ; Z

"
t / dt �Z

"
t dWt D

�
 .X"t ; Z

"
t / �Z

"
s r.X

"
t ; u

n
t /
�
dt �Z"t dW

n
t :

Adding and subtracting the current cost and integrating between 0 and T , we have

Y "0 DE

�
ET
�
r.X"; un/

�Z T

0

�
 .X"t ; Z

"
t /�Z

"
s r.X

"
t ; u

n
t /� l.X

"
t ; u

n
t /
�
dt

�
CJ ";n.u/;

where J ";n.u/ WD EŒET .r.X"; un//.
R T
0
.l.X"s ; u

n
s // ds C h.X

"
T //�.

The definition of  yields J n;".u/ � Y "0 for every n and consequently, by definition
(2.16),

(3.14) J ".u/ D lim
n!1

J ";n.u/ � Y "0 8u 2 U"
ad:

Now we define u".s/ D u.X"s ; Z"s /, where u is given in Assumption 3.2 and .X"; Z"/
is the solution of (3.9). From Assumption 3.2, we have that

(3.15)
ˇ̌
u".s/

ˇ̌
� Cu

�
1C jZ"s j

�
for some constant C Nu.
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We have to show that u" 2 U"
ad and Y "0 D J

e.u"/. To this purpose, we define (see
Definition 2.7) the following:

(1) x�n D inf¹0 � t � T W
R t
0
ju".s/j2 ds � nº,

(2) Nun.s/ D u".s/IŒ0;�n�.s/C u?I.�n;T �.s/,

(3) xW n
t W �

R t
0
r.X"s ; Nu

n.s//ds CWt .

The backward component in (3.9) can be rewritten as

�dY "t D
�
 .X"t ; Z

"
t / �Z

"
t r
�
X"t ; Nu

n.t/
��
dt �Z"t d W

n
t ; t 2 Œ0; T �;

Y "T D h.X
"
T /:

Thus, recalling point (1) in Assumption 3.2,

Y "0 D E
�
ET
�
r.X"; Nun/h.X"T /

��
C E

�
ET
�
r.X"; Nun/

� Z T

0

l
�
X"s ; Nu

n.s/
�
ds

�
:

(3.16)

By (2.8) and (3.15), we have, P -a.s.,ˇ̌
r
�
X"s ; Nu

n.s/
�ˇ̌
�Mr.1C Cu/CMrCujZ

"
s j:

Thus, by (3.10),

sup
">0;n2N





 Z �
0

r�
�
X"s ; Nu

n.s/
�
dWs






BMO2

< C1

and finally the above estimate together with (3.8) yields that there exists q>1 such that

(3.17) sup
">0;n2N

E
�
ET
�
r.X"; Nun/

�q�
<1:

Again, by (3.10) and (3.6), we obtain that, for every p � 1,

(3.18) sup
">0

E

�Z T

0

jZ"s j
2 ds

�p=2
<1:

Summing up, we have that limn!C1 Nu
n
s D u

"
s D u.X

"
s ; Z

"
s / for all s 2 Œ0; T �, P -a.s.

Moreover, for all p � 1,

E

�Z T

0

j Nuns j
2 ds

�p=2
� c.p/T p=2ju?jp C c.p/E

�Z T

0

ˇ̌
u.X"s ; Z

"
s /
ˇ̌2
ds

�p=2
� zC C zCE

�Z T

0

jZ"s j
2 ds

�p=2
< C1:
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In view of (3.17) and of the above estimate, the sequence�
ET
�
r.X"; Nun/

� Z T

0

j Nuns j
2 ds

�
n

turns out to be uniformly integrable. Moreover,
R T
0
j Nuns j

2 ds!
R T
0
ju"sj

2 ds P -a.s. and

ET
�
r.X"; Nun/

�
! exp

²Z T

0

r.X"s ; u
"
s/dWs �

1

2

Z T

0

ˇ̌
r.X"s ; u

"
s/
ˇ̌2
ds

³
P -a.s.

Thus, the limit limn!1E.ET .r.X"; Nun//
R T
0
j Nu"sj

2 ds/ exists in R and we can conclude
that u"s 2 U"

ad.
In a similar way, taking into account (2.12) and (2.14), we get that both�

ET
�
r.X"; Nun/h.X"T /

��
n

and
�

ET
�
r.X"; Nun/

� Z T

0

l
�
X"s ; Nu

n.s/
�
ds

�
n

are uniformly integrable and P -a.s. converging sequences of random variables. Letting
n!1 in (3.16), we have that

Y "0 D lim
n!1

E

�
ET
�
r.X"; Nun/

�� Z T

0

l.X"s ; Nu
n
s / ds C h.X

"
T /

��
D J ".u"/

and the claim follows.

Following exactly the same argument as in the proof of Theorem 3.5, we have the
following result, whose proof is omitted for the sake of brevity.

Theorem 3.6. Under Assumptions 2.3, 2.5, and 3.2, there exists a unique solution
. yX; yY ; yZ/ with yX 2 L2W .�IC.Œ0; T �IK//, yY 2 L

2
W .�IC.Œ0; T �IR//, yZ 2 L

2
W .� �

Œ0; T �IH�/ to

(3.19)

8̂̂<̂
:̂
d yXt D

�
A yXt C Ob. yXt /

�
dt C �. yXt /GdWt ; t 2 .0; T �;

�d yYt D  . yXt ; yZt / dt � yZt dWt ;

X.0/ D x0; yYT D h. yXT /:

Moreover,

(3.20) sup
t2Œ0;T �

j yYt jL1
W
.�IC.Œ0;T �IR// C





 Z �
0

yZsdWs






BMO2

� �:

Finally, if

(3.21) Out WD u. yXt ; yZt /;

where u is given in Assumption 3.2, then, Ou is admissible (that is, belongs to Uad) and

yY0 D inf
u2Uad

yJ .u/ D yJ . Ou/;
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where

yJ .u/ WD lim
n!1

E

�
ET
�
r. yX; Oun/

��
h. yXT /C

Z T

0

�
l. yXs; Ou

n
s /
�
ds

��
and y�n D inf¹0 � t � T W

R t
0
j Ou.s/j2 ds � nº, Oun.s/ D Ou.s/IŒ0;y�n�.s/C u

?I.y�n;T �.s/.

4. Limit problem and convergence

We have now developed all the necessary tools to address the convergence of the control
problems. Naturally, such convergence can only be expected when the approximating
maps .�"/ provide sufficiently accurate representations of the noise. Remarkably, it
turns out that it is sufficient to assume the convergence of the forward equation alone—
no additional assumptions on the control problems themselves are required. More
precisely, let us assume the following natural condition.

Assumption 4.1. Let X" and X be the solutions to (3.9) and (3.19), respectively. We
assume that for every t 2 Œ0; T �, X"t ! yXt in probability as "! 0.

We are now in a position to prove our main convergence result.

Theorem 4.2. Under Assumptions 2.3, 2.5, 3.2, and 4.1, we have that

(4.1) lim
"!0

inf
u2U"

ad

J ".u/ D inf
u2Uad

yJ .u/:

Moreover, if u" and Ou are the optimal admissible controls introduced in the previous
section, then as we know J ".u"/ D infu2Uad J

".u/; yJ . Ou/ D infu2Uad
yJ .u/; moreover,

(4.2) lim
"!0

E

Z T

0

ju"s � Ousj
2 ds D 0:

Proof. Let us consider the equation for the difference Y "t � yYt WD zY "t . It solves

(4.3) zY "t D h.X
"
T / � h.

yXT /C

Z T

t

�
 .X"s ; Z

"
s / �  .

yXs; yZs/
�
ds C

Z T

t

zZ"sdWs;

where zZ"t D Z"t �Zt . Equation (4.3) can be rewritten as

zY "t D h.X
"
T / � h.

yXT /C

Z T

t

�
 .X"s ;

yZs/ �  . yXs; yZs/
�
ds

C

Z T

t

K"s
zZ"s ds C

Z T

t

zZ"s dWs;
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where

K"s DW v.X
"
s ; Z

"
s ;
yZs/ and v.x; z; z0/ D

´
 .x;z/� .x;z0/

jz�z0j2
.z � z0/ if jz � z0j 6D 0;

0 if jz � z0j D 0:

Notice that, by (3.2),K"s � L .1C jZ"s j C j yZsj/; thus, in view of by (3.10) and (3.20),

sup
">0





 Z �
0

K"sdWs






BMO2

< C1:

Moreover, if f "s WD  .X"s ; yZs/ �  . yXs; yZs/, then in view of Corollary 3.1,

(4.4) jf "s j � L 
�
1C j yZsj

2
��
1 ^ jX"s �

yXsj
�
:

By (3.6) and (3.20) applied to
R �
0
yZs dWs , we have that

(4.5) sup
">0

E

�Z T

0

jf "s jds

�q
< C1; for all q � 1:

Thus, Assumption A3 in [3] is verified for any p > 1. Consequently, we can apply
estimate (7) in [3] with p� D 2p�

E sup
t2Œ0;T �

j zY "t j
p
�1=p
C

�
E

�Z T

0

j zZ"t j
2 dt

�p=2�1=p
� C

²�
E
�ˇ̌
h.X"T / � h.

yXT /
ˇ̌�2p�1=2p

C

�
E

�Z T

0

jf "s j ds

�2p�1=2p³
�

�
1C

�
E

�Z T

0

jK"s j
2 ds

�3p=2�1=3p�
� zC

²�
E
�ˇ̌
h.X"T / � h.

yXT /
ˇ̌�2p�1=2p

C

�
E

�Z T

0

jf "s j ds

�2p�1=2p³
;

(4.6)

where zC depends on k
R �
0
K"sdWskBMO2 , see again [3].

Moreover, recalling that
R T
0
j yZsj

2ds 2 Lq for all q � 1, we readily deduce that the
sequence .

R T
0
jf "s jds/

2p is uniformly integrable. To prove that E.
R T
0
jf "s jds/

2p ! 0,
it is therefore enough to prove that

R T
0
jf "s jds converges to 0 in probability.

We start by showing that, for almost every s2Œ0;T �, Ejf "s j!0. By (4.4), it is enough
to show that E.1C j yZsj2/.1 ^ jX"s � yXsj/! 0. Indeed, in view of Assumption 4.1,
.1Cj yZsj

2/.1^jX"s �
yXsj/ converges to 0 in probability and is dominated by .1Cj yZsj2/.

Then, again by dominated convergence,

E

Z T

0

jf "s jds ! 0

and consequently,
R T
0
jf "s jds ! 0 in probability.
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In the same way, taking into account assumption (Hp 2-h), we get that

E
�ˇ̌
h.X"T / � h.

yXT /
ˇ̌�2p
! 0:

Thus, by (4.6),

(4.7) lim
"!0

E sup
t2Œ0;T �

j zY "t j
p
D 0 lim

"!0
E

�Z T

0

j zZ"t j
2 dt

�p=2
D 0

and we deduce (4.1).
It remains to prove (4.2). Recalling that u"s D u.X"s ; Z"s / and Ous D u. yXs; yZs/ by

(3.4), we have

E

Z T

0

ju"s � Ousj
2ds � L2uE

Z T

0

jZ"s �
yZsj

2ds

C L2uE

Z T

0

�
1C j yZsj

2
��
1 ^ jX"s �

yXsj
�2
ds:

Then, (4.2) follows by Assumption (4.1) and relation (4.7) exactly as in the above
detailed proof that E.

R T
0
jf "s jds/

2p ! 0.

Remark 4.3. By [2, Theorem 2.2], our motivating example (1.1)–(1.2) satisfies
Assumptions 2.3 and 4.1 when K is a finite-dimensional Hilbert space. Therefore, our
Theorem 4.2 applies as soon as the cost functional satisfies Assumptions 2.5 and 3.2,
and we have the convergence of the optimal costs and the associated control problem
(1.3) towards those of (1.4).

5. Examples and further developments

5.1. Wong–Zakai type approximations

Let us consider a simple finite-dimensional stochastic equation

(5.1)

´
dtXt D �.X

"
t /dBt ; t 2 Œ0; T �;

X.0/ D x0;

where .Bt /t2Œ0;T � is an Rd -valued standard Brownian motion, and� WRn!L.Rd ;Rn/

is a regular map. We define the usual Itô–Stratonovich correction map �2 W Rn !
L.Rd �Rd ;Rn/ by

�2.x/.v; w/ D rx
�
�.x/v

��
�.x/w

�
; for all x 2 Rn; v; w 2 Rd :

Following [5], we assume that � and �2 are of class C 3 with bounded first, second,
and third derivative.
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Concerning the regularization of noise, let � W R! Œ0;C1/ be a smooth function
� with compact support satisfying �.s/ D 0, for s < 0 and

R 0
�1

�.s/ds D 1. For all
" > 0, let �".s/ WD "�1�."�1s/.

Given a continuous semimartingale I in the class 	 introduced in paragraph 2.1, let

I "t D .�
" ? I /t and �"ŒI �t D PI "t I in particular, B"t D .�

" ? I /t and �"ŒB�t D PB"t ;

where I has been extended to 0 before 0 and after T . Notice that Assumption 2.1 is
satisfied due to the asymmetry of the mollifier �.

Concerning the control problem, let .ut /t2Œ0;T � 2 L2B.Œ0;T �IR
m/ and r , l , h satisfy

Assumption 2.5 withK D Rn andU D Rm. We consider the approximating controlled
equations

(5.2)

8<:dtXu;"t D �.Xu;"t /�"Œ

Z �
0

r.Xs; us/ds C B�tdt; t 2 Œ0; T �;

X.0/ D x0;

which can be rewritten as´
dtX

u;"
t D �.X

u;"
t /Œ�e ? r.X; u/�tdt C �.X

u;"
t / PB"t dt; t 2 Œ0; T �;

X.0/ D x0;

and the limit controlled equation´
dtX

u
t D TrŒ�2.Xut /�C �.X

u
t /r.X

u
t ; ut /dt C �.X

u
t /dBt ; t 2 Œ0; T �;

X.0/ D x0;

together with the cost functionals J " and J defined as in (2.7). In [5], it is shown that,
under the present assumptions, if X" solves

(5.3)

´
dtX

"
t D �.X

"
t /
PB"t dt; t 2 Œ0; T �;

X.0/ D x0;

and yX solves

(5.4)

´
dt yXt D Tr

�
�2.X

u
t /
�
dt C �. yXt /dBt ; t 2 Œ0; T �;

X.0/ D x0;

then X" ! yX , P -a.s. in a suitable Holder norm and in particular X"t ! yXt , P -a.s. for
all t > 0.

Thus, if Assumption 3.2 holds, we are in a condition to apply Theorem 4.2 and
conclude that

lim
"!0

inf
u2U"

ad

J ".u/ D inf
u2Uad

yJ .u/;

where the definition of U"
ad and of Uad is given in Section 2.4.
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Moreover, there exist optimal controls u" in U"
ad and Ou in Uad such that

J ".u"/ D inf
u2U"

ad

J ".u/ and yJ . Ou/ D inf
u2Uad

yJ .u/:

Finally,

lim
"!0

E

Z T

0

ju"s � Ousj
2 ds D 0:

5.2. Quadratic fast-fast interaction

A possible extension of our results could take into account climatic systems with
fast-fast interaction at meteorologic scales, replacing (1.1) with

(5.5)

8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂:

dX"t D AX
"
t dt C b.X

"
t /dt C �.X

"
t /Q

"
tdt; t 2 Œ0; T �;

X".0/ D x0;

dQ"
t D q.Q

"
t ;Q

"
t /dt �

1

"
Q"
tdt C

1

"
GdWt ; t 2 Œ0; T �;

Q".0/ D 0:

In the equation above, q WH �H !H is a continuous bilinear map. For simplicity, we
suppose that K is finite dimensional. Hereafter, we shall implicitly assume conditions
on q guaranteeing the existence and uniqueness of solutions to (5.5) for a sufficient
class of noises W .

Technically speaking, the results in [2, 26] do not cover the case of quadratic
self-interaction for the fast variable and therefore require q D 0. In view of their
geophysical interpretation, assuming q D 0 is a restrictive modeling assumption (cf.
[26, equation (2.4)]) since most equations of geophysical fluid dynamics do have
quadratic non-linearities. These difficulties have been recently overcome in a series of
papers [10, 13, 14].

A stochastic model reduction of (5.5) is performed in [10], where convergence in
probability towards a reduced equation is proved. The reduced equation has the form´

d yXt D A yXtdt C Ob. yXt /dt C �. yXt /GdWt C �. yXt / Oqdt; t 2 Œ0; T �;

yX.0/ D x0;

where Oq is the average of the fast-fast interaction with respect to the centered Gaussian
measure with covariance Q WD 1

2
G�G; namely,

Oq WD

Z
H

q.w;w/N .0;Q/.dw/:



f. flandoli, g. guatteri, u. pappalettera and g. tessitore 60

In view of the results of this paper, one can introduce the controlled fast-slow system
with quadratic fast-fast interaction

(5.6)

8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂:

dX
";u
t DAX

";u
t dt C b.X

";u
t /dt C �.X

";u
t /Q

";u
t dt; t 2 Œ0; T �;

X.0/Dx0;

dQ
";u
t Dq.Q

";u
t ;Q

";u
t /dt �

1

"
Q
";u
t dtC

1

"
Gr.ut /dtC

1

"
GdWt ; t 2 Œ0; T �;

Q.0/D0;

and the controlled reduced equation

(5.7)

8̂̂<̂
:̂
d yXut D A

yXut dt C
Ob. yXt /dt C �. yX

u
t /Gr.ut /dt

C �. yXut /GdWt C �.
yXut / Oqdt; t 2 Œ0; T �;

yX.0/ D x0:

Convergence of the optimal control problems falls into our general theory by
considering the maps

�".I / WD Q;

where Q is the unique solution of

dQt D q.Qt ;Qt /dt �
1

"
Qtdt C

1

"
dIt :

The analogue of Theorem 4.2 follows.
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