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Abstract. – In this article, from the viewpoint of the control theory, we discuss the relationships
among the commonly used monotonicity conditions that ensure the well-posedness of the solutions
arising from problems of mean field games (MFGs) and mean field type control (MFTC). We
first introduce the well-posedness of general forward-backward stochastic differential equations
(FBSDEs) defined on some suitably chosen Hilbert spaces under the ˇ-monotonicity. We then
propose a monotonicity condition for the MFG, namely, partitioning the running cost functional
into two parts, so that both parts still depend on the control and the state distribution, yet one
satisfies a strong convexity and a small mean field effect condition, while the other has a newly
introduced displacement quasi-monotonicity. To the best of our knowledge, the latter quasi type
condition has not yet been discussed in the contemporary literature, and it can be considered as a bit
more general monotonicity condition than those commonly used. Besides, for the MFG, we show
that convexity and small mean field effect condition for the first part of running cost functional
and the quasi-monotonicity condition for the second part together imply the ˇ-monotonicity and
thus the well-posedness for the associated FBSDEs. For the MFTC problem, we show that the
ˇ-monotonicity for the corresponding FBSDEs is simply the convexity assumption on the cost
functional. Finally, we consider a more general setting where the drift functional is allowed to be
non-linear for both MFG and MFTC problems.
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effect, displacement quasi-monotonicity, generic drift functions.
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1. Introduction

Mean field games (MFGs) and mean field type control (MFTC) problems have been
widely studied in recent years. For each of them, the underlying controlled dynamical
system involves the probability distribution of the state, in addition to the state and the
control. A MFG is essentially a fixed point problem which was first proposed by Lasry
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and Lions in a series of papers [18, 37–39] and also independently by Huang, Caines
and Malhamé [32, 33]. In a MFG, the coefficients of the controlled system are affected
by the equilibrium probability distribution of the state of the overall population. In
contrast, a MFTC problem is a McKean–Vlasov control problem, the system of which
depends on the distribution of the current controlled state. There are numerous works
in various settings in this area. For PDE approaches to the forward-backward system for
MFGs, we refer to Bensoussan–Frehse–Yam [4], Gomes–Pimentel–Voskanyan [29],
Graber–Mészáros [30], Huang–Tang [35] and Porretta [45]. For the master equation ana-
lytical methods to MFGs, we refer to Cardaliaguet–Cirant–Porretta [19], Cardaliaguet–
Delarue–Lasry–Lions [20], Gangbo–Mészáros–Mou–Zhang [28], Mészáros–Mou [40]
and Mou–Zhang [41]. For probabilistic approaches to MFGs, we refer to Ahuja–
Ren–Yang [2], Bensoussan–Tai–Wong–Yam [11], Bensoussan–Wong–Yam–Yuan [14],
Buckdahn–Li–Peng– Rainer [17], Carmona–Delarue [23, 24], Chassagneux–Crisan–
Delarue [25] and Huang–Tang [34]. For probabilistic approaches to MFTC problems,
we refer to Buckdahn–Li–Peng–Rainer [17], Cardaliaguet–Delarue–Lasry–Lions [20],
Carmona–Delarue [22–24] and Chassagneux–Crisan–Delarue [25]. For the dynamic
programming principle and HJB equation of McKean–Vlasov control problem, we refer
to Djete–Possamai–Tan [26] and Pham–Wei [44]. For the lifting method and a Hilbert
spaces approach for the MFTC problem, we refer to Bensoussan–Graber–Yam [5],
Bensoussan–Huang–Yam [6, 9, 10], Bensoussan–Tai–Yam [12] and Bensoussan–Yam
[15]. The MFTC problem is also studied together with the so-called “potential mean field
game”, which is first observed by Lasry and Lions in [39] (although under a different
name), and then subsequently well studied in the literature; see [16,21,42] as examples.

In this article, we adopt a stochastic control method to discuss monotonicity condi-
tions to solve MFG and MFTC problems with control-dependent diffusion functions
which can be degenerate. Let .�;F; ¹Ft ; 0 � t � T º;P / be a complete filtered prob-
ability space (with the filtration being augmented by all the P -null sets) on which
an n-dimensional Brownian motion ¹Bt ; 0 � t � T º is defined and is Ft -adapted.
We denote by P2.Rn/ the space of all probability measures with finite second-order
moments on Rn, equipped with the 2-Wasserstein metric W2. Given the functional
coefficients:

b W Œ0; T ��Rn�P2.R
n/�Rd !Rn; � W Œ0; T ��Rn�P2.R

n/�Rd !Rn�n;

f W Œ0; T ��Rn�P2.R
n/�Rd !R; g W Rn�P2.R

n/!R;

for .t; �/ 2 Œ0; T � �P2.Rn/, we choose a random vector � 2 L2Ft
independent of the

Brownian motion W t
s WD ¹Bs �Bt ; t � s � T º such that L.�/D �; then, the limiting

problem of the MFG can be formulated in the following probabilistic way, which is a
fixed point problem. For a given distribution flow m D ¹ms 2 P2.Rn/ W t � s � T º,
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consider the following stochastic optimal control problem:

(1.1)

vm� 2 argmin
v�2L2

F.t;T /

J.v�Ims; t � s � T /

WDE

� Z T

t

f .s; Xm;vs ; ms; vs/dt C g.X
m;v
T ; mT /

�
;

Xm;vs D�C

Z s

t

b.r; Xm;vr ; mr ; vr/drC

Z s

t

�.r; Xm;vr ; mr ; vr/dBr ; s2 Œt; T �:

If the following consistence condition holds:

(1.2) ms D L.Xm;v
m

s /; s 2 Œt; T �

for some Om, then the distribution flow Om is called an equilibrium for the MFG, and
the corresponding control Ov WD v Om is called the solution of MFG (1.1)–(1.2). From
the stochastic maximum principle [8, 23, 24, 34, 46], the solution of MFG (1.1)–(1.2)
(if it exists) gives a solution to the following system of forward-backward stochastic
differential equations (FBSDEs) for processes .X; P;Q/ 2 .�2F � �2F �L2

F/.0; T /:

(1.3)

8̂̂̂̂
ˆ̂̂̂̂̂̂
<̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂:

Xs D � C

Z s

t

DpH
�
r; Xr ;L.Xr/; Pr ;Qr

�
dr

C

Z s

t

DqH
�
Xr ;L.Xr/; Pr ;Qr

�
dBr ;

Ps D Dxg
�
XT ;L.XT /

�
C

Z T

s

DxH
�
r; Xr ;L.Xr/; Pr ;Qr

�
dr

�

Z T

s

QrdBr ; s 2 Œt; T �;

where X is the state process corresponding to the solution of the MFG, and .P;Q/ is
the related adjoint process. Here, the Hamiltonian

H W Œ0; T � �Rn �P2.R
n/ �Rn �Rn�n ! R

is defined as

H.s; x;m; p; q/ WD inf
v2Rd

L.s; x;m; v; p; q/;

L.s; x;m; v; p; q/ WD p>b.s; x;m; v/C

nX
jD1

.qj />�j .s; x;m; v/C f .s; x;m; v/:

Reversely, the well-posedness of FBSDEs (1.3) also gives a solution to MFG (1.1)–
(1.2). Another main concern of this article is to study the following MFTC problem in
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a more probabilistic favor:

(1.4)

inf
v�2L2

F.t;T /

J.v�/ WD

�
E

Z T

t

f
�
s; Xvs ;L.X

v
s /; vs

�
ds C g

�
XvT ;L.X

v
T /
��
;

Xvs D � C

Z s

t

b
�
r; Xvr ;L.X

v
r /; vr

�
dr

C

Z s

t

�
�
r; Xvr ;L.X

v
r /; vr

�
dBr ; s 2 Œt; T �:

From the stochastic maximum principle for McKean–Vlasov type control problems
[10,22], the optimal control of the MFTC problem (1.4) is associated with the following
FBSDEs:

(1.5)

8̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂:

Xs D � C

Z s

t

DpH
�
r; Xr ;L.Xr/; Pr ;Qr

�
dr

C

Z s

t

DqH
�
r; Xr ;L.Xr/; Pr ;Qr

�
dBr ;

Ps D Dxg
�
XT ;L.XT /

�
C zE

h
Dy

dg

d�

�fXT ;L.XT /�.XT /i
C

Z T

s

²
DxH

�
r; Xr ;L.Xr/; Pr ;Qr

�
C zE

h
Dy

dH

d�

�
r;fXr ;L.Xr/;fPr ;fQr�.Xr/i³dr

�

Z T

s

QrdBr ; s 2 Œt; T �;

where the processes fXs , fPs and fQs are respectively independent copies of Xs , Ps and
Qs , and dH

d�
is the linear derivative of H with respect to the measure variable (see

Section 1.1 below). The backward equation in FBSDEs (1.5) is different from that of
FBSDEs (1.3) by including the terms involving Dy dHd� and Dy dgd� ; this is because the
state process of the MFTC problem (1.4) depends simultaneously on the distribution
of the current controlled state, while the state process of MFG (1.1)–(1.2) depends
on the equilibrium distribution from the population. The main result of this work is
to give the well-posedness of FBSDEs (1.3) under different kinds of monotonicity
conditions on f and also give the well-posedness of FBSDEs (1.5) under a convexity
assumption on f in .x; v/ 2 Rn �Rd andm 2 P2.Rn/. Our approach is more aligned
with the traditional stochastic control method, which is significantly different from the
recently advocated analytical approach to MFGs via master equation or PDE-based
HJB-FP equations in the existing literature. The control theoretic perspective allows us
to cope with the state and control linear diffusion � , which is unbounded and possibly
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degenerate. We allow our running cost functional f to be non-separable in v andmwith
a quadratic growth, and to satisfy a strong convexity or even a more general displacement
quasi-monotonicity. Moreover, we also solve both MFG (1.1)–(1.2) and the MFTC
problem (1.4) with generic drift functionals b. We also require less regularity of the
cost functions than the existing literature to solve the original mean field problems.

To study the well-posedness of FBSDEs (1.3) and (1.5), we first establish the
solvability of a general system of FBSDEs defined on Hilbert spaces (see FBSDEs
(2.1)) under our ˇ-monotonicity (see Condition 2.1) and then apply this general well-
posedness result for FBSDEs (1.3) and (1.5), both of which can be viewed as particular
cases of FBSDEs (2.1). The monotonicity condition for fully coupled FBSDEs was
first introduced by Hu–Peng [31] and Peng–Wu [43] together with the continuation
method. This monotonicity condition was then used as a convexity condition in [22] for
FBSDEs arising from the MFTC problem, and it was also used as a weak monotonicity
condition (displacement monotonicity condition) in [2, 34] for FBSDEs arising from
MFG with a common noise. Compared with the usual monotonicity condition for
FBSDEs, our ˇ-monotonicity allows us to include more general situations by choosing
a suitable candidate of ˇ; for instance, it can be used to establish the well-posedness of
the Jacobian and Hessian flows for FBSDEs (1.3) and (1.5) by choosing suitable maps
of ˇ; see our previous work [6, 8]. In this work, we further extend our previous results
in [6,8] by relaxing assumptions on the coefficients and show that these new conditions
can imply the ˇ-monotonicity and therefore ensure the well-posedness of the FBSDEs
for MFGs and MFTC problems. The main results are Theorems 3.3–3.5 for FBSDEs
(1.3) (under Conditions 3.1–3.3, respectively), and Theorem 4.2 for FBSDEs (1.5).
They are further extended in Section 5 to a more general drift and a varying diffusion.

For the FBSDEs (1.3) arising from MFG (1.1)–(1.2), we propose a new monotonicity
condition on f (see Condition 3.3): the functional f is assumed to be divided into
two parts, both dependent on .s; x;m; v/, with one part satisfying a strong convexity
condition in .x; v/, and the other part satisfying the newly proposed displacement
quasi-monotonicity. To the best of our knowledge, this condition is brand-new in
mean field theory, and it can be considered a more general monotonicity condition;
for example, it can include as interesting special cases the one with separability and
displacement monotonicity proposed in [2] and also the “strong convexity and small
mean field effect” condition proposed in our previous work [8], and it also overlaps
with monotonicity conditions proposed in [28,30,41] from an analytical viewpoint. We
show that the convexity and the quasi-monotonicity conditions in our Condition 3.3
can imply the corresponding ˇ-monotonicity for FBSDEs (1.3) and therefore ensure
the well-posedness of the FBSDEs. As two particular cases of our Condition 3.3,
the classical displacement monotonicity and the small mean field effect can both be
viewed as a condition to ensure the ˇ-monotonicity. For the FBSDEs (1.5) arising
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from the MFTC problem (1.4), we need the cost functional f to be jointly convex
in .x; v/ and also convex in m; see Assumption (B3) in Section 4. We show that the
corresponding ˇ-monotonicity for FBSDEs (1.5) is exactly this notion of convexity
assumption. Moreover, for both FBSDEs (1.3) and (1.5), we also study the case when
the drift functional b can be non-linear in x, v and m; see Assumptions (A10) and
(B10) in Section 5. We can prove that, in these cases, the coefficients satisfy the ˇ-
monotonicity; therefore, our well-posedness result for general FBSDEs defined on
Hilbert spaces under ˇ-monotonicity is feasible.

MFG (1.1)–(1.2) is usually associated with a mean field master equation, and the
MFTC problem (1.4) is usually associated with a Bellman equation. In [6], we establish
the classical solutions of the Bellman equation corresponding to the MFTC problem;
and in [8], we also establish the classical solution of the MFG master equation. We can
see that, to obtain a classical solution of a master equation or HJB equation requires
more restrictive assumptions and higher regularity on coefficients than just to obtain an
equilibrium solution of MFG or an optimal control for the MFTC problem. Therefore,
we study MFG (1.1)–(1.2) and the MFTC problem (1.4) by a stochastic control method,
which can include more cases. To make the control perspective more clear, we prefer
to give conditions directly on coefficients b, � , f and g, rather than give conditions
on the Hamiltonian functional H or other feedback maps of m. We also refer to other
discussions on monotonicity conditions for MFG from an analytical perspective; see
[28, 30, 41].

The rest of the paper is organized as follows. In Section 2, we establish the well-
posedness of general FBSDEs defined on Hilbert spaces under the ˇ-monotonicity. In
Section 3, we give a sufficient condition of maximum principle to hold for MFG (1.1)–
(1.2) and propose different monotonicity conditions on f to ensure the well-posedness
of FBSDEs (1.3). Section 4 gives a sufficient condition of maximum principle for the
MFTC problem (1.4) and shows that the convexity of f can ensure the well-posedness
of FBSDEs (1.5). In Section 5, we study the case when the drift functional b is non-linear
and generic for both MFG (1.1)–(1.2) and the MFTC problem (1.4).

1.1. Notations

For any X 2 L2.�;F;P IRn/, we denote by L.X/ its law and by kXk2 the L2-norm.
For every t 2 Œ0; T �, we denote by L2Ft

the set of all Ft -measurable square-integrable
Rn-valued random vectors and denote by L2

F.0; T / the set of all Ft -progressively-
measurable Rn-valued processes ˛�D ¹˛t ; 0� t � T º such that EŒ

R T
0
j˛t j

2dt� <C1.
We denote by �2F.0; T / the set of all Ft -progressively-measurable Rn-valued processes
˛� D ¹˛t ; 0 � t � T º such that EŒsup0�t�T j˛t j2� < C1. We denote by P2.Rn/ the
space of all probability measures of finite second-order moments on Rn, equipped with
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the 2-Wasserstein metric:W2.m;m0/ WD inf�2….m;m0/
qR

Rn�Rn jx � x0j2�.dx; dx0/,
where ….m;m0/ is the set of joint probability measures with respective marginals m
andm0. We denote by ı0 the point mass distribution of the random variable � such that
P .� D 0/ D 1. Also see [3] for more results on Wasserstein metric space.

The linear derivative of a functional k.�/ W P2.Rn/! R atm 2 P2.Rn/ is another
functional P2.Rn/ �Rn 3 .m; y/ 7! dk

d�
.m/.y/, being jointly continuous and satisfy-

ing
R

Rn j
dk
d�
.m/.y/j2dm.y/� c.m/ for some positive constant c.m/which is bounded

on any bounded subsets of P2.Rn/, such that

lim
"!0

k
�
.1 � "/mC "m0

�
� k.m/

"

D

Z n

R

dk

d�
.m/.y/

�
dm0.y/ � dm.y/

�
; 8m0 2 P2.R

n/I

we refer the reader to [15,23,24] for more details about the notion of linear derivatives.
In particular, the linear derivatives in P2.Rn/ are connected to the Gâteaux derivatives
in L2.�;F;P IRn/ in the following way. For a linearly differentiable functional k W
P2.Rn/! R such that the derivativeDy dkd� .�/.y/ is jointly continuous in .�; y/ and
Dy

dk
d�
.�/.y/ � c.�/.1C jyj/ for .�; y/ 2 P2.Rn/ � Rn, the functional K.X/ WD

k.L.X//, X 2 L2.�;F;P IRn/ has the following Gâteaux derivative:

(1.6) DXK.X/.!/ D Dy
dk

d�

�
L.X/

��
X.!/

�
:

Furthermore, if k is twice linearly differentiable, then the functional K is also twice
Gâteaux differentiable, and the Gâteaux derivative atX along a directionZ 2L2.�;F;
P IRn/ is

D2
XK.X/.Z/ D

�
D2
y

dk

d�

�
L.X/

�
.X/

�>
Z C zE

��
Dy0Dy

d2k

d�

�
L.X/

�
.X; zX/

�>
zZ

�
:

Here and in the following of the paper, for any random variable �, we write z� for its
independent copy, and zEŒz�� for the corresponding expectation.

For convenience, in this article, we write f jba WD f .b/� f .a/ for the difference of
a functional f between two points b and a.

2. Monotonicity condition for FBSDEs on Hilbert spaces

We here give the monotonicity condition to ensure the well-posedness of general
FBSDEs defined on Hilbert spaces, which will be used to give the respective mono-
tonicity conditions so as to ensure the well-posedness of FBSDEs (1.3) and (1.5) in
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the following sections. We consider the following FBSDEs defined on Hilbert spaces
of L2.�;F;P IRn/: for an initial .t; �/ 2 Œ0; T � � L2Ft

,

(2.1)

8̂̂<̂
:̂
Xs D � C

Z s

t

B.r; Xr ; Pr ;Qr/dr C
Z s

t

A.r; Xr ; Pr ;Qr/dBr ;

Ps D G.XT / �
Z T

s

F.r; Xr ; Pr ;Qr/dr �
Z T

s

QrdBr ; s 2 Œt; T �;

where

B;F W Œ0; T � � .L2 � L2 � .L2/n/.�;F;P IRn/! L2.�;F;P IRn/;

A W Œ0; T � � .L2 � L2 � .L2/n/.�;F;P IRn/! L2.�;F;P IRn�n/;

G W L2.�;F;P IRn/! L2.�;F;P IRn/:

The system of FBSDEs (2.1) can be viewed as a lifted version of FBSDEs (1.3) and
(1.5) via (3.6) and (4.2) respectively, under assumptions (A)’s and (B)’s to be stated
in the following sections. The well-posedness of the generic FBSDEs (2.1) will be
established by requiring the following condition.

Condition 2.1. There exists a map

ˇ W Œ0; T � � .L2 � L2 � .L2/n/.�;F;P IRn/ 3 .s; X; P;Q/

7! ˇ.s;X; P;Q/ 2 L2.�;F;P IRd /

and constantsƒˇ>0, �̌ �0 andKˇ>0, such that for anyX;X 0;P;P 02L2.�;F;P IRn/
and Q;Q0 2 L2.�;F;P IRn�n/, we have the following:

(i) (ˇ-Monotonicity)

(a) The maps B, A and F satisfy

E

��
F.s; X 0; P 0;Q0/ � F.s; X; P;Q/

�>
.X 0 �X/

C
�
B.s; X 0; P 0;Q0/ � B.s; X; P;Q/

�>
.P 0 � P /

C

nX
jD1

�
Aj .s; X 0; P 0;Q0/ � Aj .s; X; P;Q/

�>
.Q0

j
�Qj /

�
� �ƒˇE

�ˇ̌
ˇ.s;X 0; P 0;Q0/ � ˇ.s;X; P;Q/

ˇ̌2�
C �ˇ

�
kX 0 �Xk22 C kP

0
� P k22 C kQ

0
�Qk22

�
:

(2.2)

(b) The map G satisfies

E
��

G.X 0/ �G.X/
�>
.X 0 �X/

�
� 0:
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(ii) (ˇ-Lipschitz) The following continuity conditions hold:

(2.3)



B.s;X 0;P 0;Q0/�B.s;X;P;Q/


2
2
C


A.s;X 0;P 0;Q0/�A.s;X;P;Q/



2
2

� Kˇ
�
kX 0 �Xk22 C E

�ˇ̌
ˇ.s;X 0; P 0;Q0/ � ˇ.s;X; P;Q/

ˇ̌2��
I

F.s; X 0; P 0;Q0/ � F.s; X; P;Q/



2 C 

G.X 0/ �G.X/


2
2

� Kˇ
�
kX 0 �Xk22 C kP

0
� P k22 C kQ

0
�Qk22

C E
�ˇ̌
ˇ.s;X 0; P 0;Q0/ � ˇ.s;X; P;Q/

ˇ̌2��
:

We now state the well-posedness of FBSDEs (2.1) when Condition 2.1 holds under
suitable relations of the involved constants .ƒˇ ; Kˇ ; �ˇ /.

Lemma 2.1. Under Condition 2.1, when
(2.4)
ƒˇ >4T .TC1/K

2
ˇ exp

�
2T .TC1/K2ˇ

��
1CT .TC1/K2ˇ exp

�
2T .TC1/K2ˇ

��
�ˇ ;

there is a unique adapted solution .X;P;Q/ 2 �2F.t; T / � �2F.t; T / � .L
2
F.t; T //

n of
the FBSDEs (2.1). Furthermore, if the parameter �ˇ D 0 in Condition 2.1 (i) (a), then
for any ƒˇ > 0, the same assertion is still true.

Remark 2.1. The exponential term in (2.4) comes from the use of Grönwall’s inequality.
Actually, as a particular case, when the right-hand side of (2.2) is simply

(2.5) �ƒˇE
�ˇ̌
ˇ.s;X 0; P 0;Q0/ � ˇ.s;X; P;Q/

ˇ̌2�
C �ˇkX

0
�Xk22;

and the right-hand side of (2.3) is just written as

(2.6) KˇE
�ˇ̌
ˇ.s;X 0; P 0;Q0/ � ˇ.s;X; P;Q/

ˇ̌2�
;

then the condition (2.4) can reduce to ƒˇ > 2T .T C 1/K2ˇ�ˇ ; for instance, for the
FBSDEs (1.3) for the MFG (1.1)–(1.2) in connection with the setting (3.6), if both
the coefficient functions b and � do not functionally depend on x and m, then the
right-hand side of (2.2) becomes (2.5) and the right-hand side of (2.3) reduces to (2.6).

The proof of the preceding well-posedness result appeals to the method of con-
tinuation in coefficients proposed in [31], is similar to that of [43, Theorem 2.3],
[2, Theorem 1], [6, Lemma 4.1] and [8, Lemma 2.5] and is thus omitted here. Condi-
tion 2.1 (i) is actually the ‘usual monotonicity condition’ for FBSDEs, which can be
dated back to Hu–Peng [31] and Peng–Wu [43] for fully coupled FBSDEs in Euclidean
spaces. It is also referred to as the weak monotonicity condition (displacement mono-
tonicity condition) in Ahuja et al. [2] for FBSDEs in Hilbert spaces, which can be applied
to the FBSDEs arising from MFGs with a common noise. Here, our ˇ-monotonicity in
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Condition 2.1 allows us to extend our study to more general situations. It is also used in
our previous works [6,8] to establish the well-posedness of the respective Jacobian and
Hessian flows for FBSDEs (1.3) and (1.5) by choosing suitable maps ˇ. In this paper,
we further extend our previous works [6, 8] by relaxing assumptions on the running
cost functional f (see Section 3), and we can also include the generic drift functional
cases (see Section 5). Lemma 2.1 with our ˇ-monotonicity turns out to apply to all
these cases.

3. Monotonicity conditions for MFG

We now study the solvability of MFG (1.1)–(1.2). We first give a sufficient condition
of maximum principle to hold for MFG (1.1)–(1.2) and then introduce different mono-
tonicity conditions for FBSDEs (1.3), and we will give in the last section with the help
of Lemma 2.1 the well-posedness result under these monotonicity conditions.

3.1. Maximum principle

We need the following assumptions on coefficients.
(A1) The functions b and � are linear in .x; v/. That is,

b.s; x;m; v/ D b0.s;m/C b1.s/x C b2.s/v;

�.s; x;m; v/ D �0.s;m/C �1.s/x C �2.s/v:

Here, the functions b0 and �0 are L-Lipschitz continuous in m 2 P2.Rn/, and the
norms of matrices b1.s/; �1.s/; b2.s/; �2.s/ are bounded by L.

(A2) The cost functions f and g have a quadratic growth and satisfy for .s;x;m;v/2
Œ0; T � �Rn �P2.Rn/ �Rd ,ˇ̌

f .s; x;m; v/
ˇ̌
� L

�
1C jxj2 CW 2

2 .m; ı0/C jvj
2
�
;ˇ̌

g.x;m/
ˇ̌
� L

�
1C jxj2 CW 2

2 .m; ı0/
�
:

(3.1)

The derivativesDxf ,Dvf ,Dxg exist, and they are continuous in all their arguments,
such that ˇ̌

.Dxf;Dvf /.s; x
0; m0; v0/ � .Dxf;Dvf /.s; x;m; v/

ˇ̌
� L

�
jx0 � xj C jv0 � vj CW2.m;m

0/
�
;ˇ̌

Dxg.x
0; m0/ �Dxg.x;m/

ˇ̌
� L

�
jx0 � xj CW2.m;m

0/
�
:

(A3) (i) The terminal cost function g is convex in x, and there exists � > 0 such
that for any s 2 Œ0; T � and .x;m; v; v0/ 2 Rn �P2.Rn/ �Rd �Rd ,

f .s; x;m; v0/ � f .s; x;m; v/ �
�
Dvf .s; x;m; v/

�>
.v0 � v/C �jv0 � vj2I
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(ii) moreover, the running cost function f is jointly convex in x and v, that is,

f .s; x0; v0; m/ � f .s; x; v;m/ �

" 
Dxf

Dvf

!
.s; x; v;m/

#>  
x0 � x

v0 � v

!
C �jv0 � vj2:

Under above assumptions, we define the optimal control Ov as a map Œ0; T � �Rn �

P2.Rn/ �Rn �Rn�n 3 .s; x;m; p; q/ 7! Ov.s; x;m; p; q/ 2 Rd so that

(3.2) DvL
�
s; x;m; Ov.s; x;m; p; q/; p; q

�
D 0:

We now give the sufficiency for the maximum principle to hold for MFG (1.1)–(1.2)
under above assumptions.

Theorem 3.1. Under Assumptions (A1), (A2) and (A3) (i), suppose that FBSDEs (1.3)
have a unique solution

.X; P;Q/ 2 �2F.t; T / � �2F.t; T / �
�
L2

F.t; T /
�n
:

Then, there is a constant c.L; T / > 0, such that for � > c.L;T /, MFG (1.1)–(1.2) has
a unique solution

(3.3) vs WD Ov
�
s; Xs;L.Xs/; Ps;Qs

�
; s 2 Œt; T �:

Furthermore, if (A3) (ii) is satisfied, then, for any � > 0, the same assertion still holds.

Proof. The first statement is proven in [8, Lemma 2.2]. Here, we only prove the second
statement. We denote ms WD L.Xs/ for s 2 Œt; T �. For any control u 2 L2

F.t; T /, we
denote by Xu the corresponding state:

Xus D � C

Z s

t

�
b0.r;mr/C b1.r/X

u
r C b2.r/ur

�
dr

C

Z s

t

�
�0.r;mr/C �1.r/X

u
r C �2.r/ur

�
dBr :

From Assumptions (A2) and (A3) (ii), we have

J.uIms; t � s � T / � J.vIms; t � s � T /

DE

�Z T

t

�
f .s; Xus ; ms; us/�f .s; Xs; ms; vs/

�
dsCg.XuT ; mT /�g.XT ; mT /

�
�E

�Z T

t

�
�jus � vsj

2
C
�
Dvf .s; Xs; ms; vs/

�>
.us � vs/

C
�
Dxf .s; Xs; ms; vs/

�>
.Xus �Xs/

�
dsC

�
Dxg.XT ; mT /

�>
.XuT �XT /

�
:

(3.4)
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From Assumption (A1) (and the fact that b0.s;ms/ and �0.s;ms/ are the same in the
respective equations for Xs and Xus ), we know that

Xus �Xs D

Z s

t

�
b1.r/.X

u
r �Xr/C b2.r/.ur � vr/

�
dr

C

Z s

t

�
�1.r/.X

u
r �Xr/C �2.r/.ur � vr/

�
dBr I

then, from Itô’s formula, we have for s 2 .t; T /,

d

ds
E
�
P>s .X

u
s �Xs/

�
D

�
P>s b2.s/C

nX
jD1

.Qj
s /
>�

j
2 .s/

�
.us � vs/

�
�
Dxf .s; Xs; ms; vs/

�>
.Xus �Xs/:

From the optimality condition (3.3), we have

P>s b2.s/C

nX
jD1

.Qj
s /
>�

j
2 .s/C

�
Dvf .s; Xs; ms; vs/

�>
D 0; s 2 Œt; T �:

Therefore, we deduce that

E
��
Dxg.XT ; mT /

�>
.XuT �XT /

�
D�E

�Z T

t

��
Dvf .s; Xs; ms; vs/

�>
.us � vs/

C
�
Dxf .s; Xs; ms; vs/

�>
.Xus �Xs/

�
ds

�
:

(3.5)

Substituting (3.5) into (3.4), we have

J.uIms; t � s � T / � J.vIms; t � s � T / � �E

� Z T

t

jus � vsj
2ds

�
:

Then, we know that the stochastic control problem (1.1) with the fixed distribution
flow ¹ms; t � s � T º has a unique optimal control as in (3.3). Therefore, (3.3) gives
a solution for MFG (1.1)–(1.2). For the uniqueness result, suppose that v0 2 L2

F.0; T /

is another solution for MFG (1.1)–(1.2), and we denote by X 0 its related controlled
process and m0s WD L.X 0s/ for s 2 Œt; T �. For the stochastic control problem (1.1) with
the fixed distribution flow ¹m0s; t � s � T º, we know that v0 is an optimal control, and
we denote by .P 0;Q0/ the corresponding adjoint process. Then, from the necessary
condition of the maximum principle (see [46] for instance), we know that .X 0; P 0;Q0/
is also a solution for FBSDEs (1.3). From the uniqueness of the solution for FBSDEs
(1.3), we know that .X 0; P 0;Q0/ D .X; P;Q/, and then, v0 D v in L2

F.0; T /.
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In Theorem 3.1, c.L; T / D 4L2T .T C 1/ exp.4L2T .T C 1//, again the exponen-
tial term comes from the use of Grönwall’s inequality. As a particular case, when both
b and � do not functionally depend on x, then one can take c.L; T / D 2L2T .T C 1/.

3.2. Well-posedness of FBSDEs (1.3)

We shall use Lemma 2.1 to give the well-posedness of our FBSDEs (1.3), which can
be viewed as a subcase of FBSDEs (2.1) by setting

(3.6)

B.s; X; P;Q/.!/ WD DpH
�
s; X.!/;L.X/; P.!/;Q.!/

�
;

A.s; X; P;Q/.!/ WD DqH
�
s; X.!/;L.X/; P.!/;Q.!/

�
;

F.s; X; P;Q/.!/ WD �DxH
�
s; X.!/;L.X/; P.!/;Q.!/

�
;

G.X/.!/ WD Dxg
�
X.!/;L.X/

�
;

X; P 2 L2.�;F;P IRn/; Q 2 L2.�;F;P IRn�n/:

From Assumptions (A1) and (A2), it is easy to check that the ˇ-Lipschitz-continuities
specified in Condition 2.1 (ii) are satisfied with the constant Kˇ D C.L/ and the
following choice of ˇ:

(3.7) ˇ.s;X; P;Q/.!/ WD Ov
�
s; X.!/;L.X/; P.!/;Q.!/

�
;

where the optimal control Ov is defined in (3.2). In view of the map G defined in
(3.6), Condition 2.1 (i) motivates us to introduce the following displacement quasi-
monotonicity condition.

Definition 3.1 (Displacement quasi-monotonicity condition). For a functional g W
Rn �P2.Rn/!R satisfying Assumption (A2), we say thatg satisfies the displacement
quasi-monotonicity condition with a parameter � 2 R, if for any square-integrable
random variables � and � 0 on the same probability space,

(3.8) E
��
Dxg

�
� 0;L.� 0/

�
�Dxg

�
�;L.�/

��>
.� 0 � �/

�
� ��k� 0 � �k22:

Remark 3.1. Here, � can be an arbitrary real number. As one particular represen-
tative example of Definition 3.1, when � D 0 in (3.8), it is reduced to the prevalent
displacement monotonicity condition:

(3.9) E
��
Dxg

�
� 0;L.� 0/

�
�Dxg

�
�;L.�/

��>
.� 0 � �/

�
� 0:

This displacement monotonicity condition was first introduced in [1] under a different
name “weak monotonicity condition”, and then it was also used in [2, 34] for a prob-
abilistic approach to the solvability of MFG with a common noise. It is also used in
[27, 28] for an analytical method for the well-posedness of MFG master equations.
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In view of the mapG defined in (3.6), we know that wheng satisfies the displacement
monotonicity condition (3.9), we have

E
��

G.X 0/ �G.X/
�>
.X 0 �X/

�
D E

��
Dxg

�
X 0;L.X 0/

�
�Dxg

�
X;L.X/

��>
.X 0 �X/

�
� 0;

(3.10)

and therefore, Condition 2.1 (i) (b) is satisfied. In the rest of this section, we focus on
conditions on f to ensure the ˇ-monotonicity in Condition 2.1 (i) (a) with the choice of
ˇ in (3.7). Then, the well-posedness of FBSDEs (1.3) can be deduced by Lemma 2.1.
The following result shows that the convexity of f in v in Assumption (A3) (i) can
guarantee Condition 2.1 (i) (a) and then gives the local solvability of FBSDEs (1.3).

Theorem 3.2. Under Assumptions (A1), (A2) and (A3) (i), coefficients in (3.6) satisfy
Condition 2.1 with the choice of ˇ in (3.7). As a consequence, there is a constant
c.L; T / > 0, such that for � > c.L; T /, there is a unique adapted solution of the
FBSDEs (1.3).

Proof. From a similar approach as [8, Lemma 2.3], we can deduce that Condi-
tion 2.1 (i) (a) is satisfied with ƒˇ D �, �ˇ D 9L2

4�
C 4L, and Kˇ D 4L. Therefore,

from (2.4), we obtain the desired result. Here, c.L; T / D A C
p
A2 C 4A, where

A WD 64T .T C 1/L3 exp.32T .T C 1/L2/Œ1C 16T .T C 1/L2 exp.32T .T C 1/L2/�.
The exponential term comes from the use of Grönwall’s inequality. As a particu-
lar case, when both b and � do not functionally depend on x and m, we can take
A D 2T .T C 1/L3. This is similar to [11, condition (3.11)].

Theorem 3.2 only gives the solvability of FBSDEs (1.3) when T is small enough.
From now on, we aim to obtain the global well-posedness of FBSDEs (1.3), which
requires Condition 2.1 (i) (a) to be satisfied with the parameter �ˇ D 0 for our set-
tings in (3.6) and (3.7). From Assumption (A1), when the coefficients b0 and �0
do not functionally depend on m, for s 2 Œt; T �, X; X 0; P; P 0 2 L2.�; F; P IRn/
and Q;Q0 2 .L2.�;F;P IRn//n, by denoting Ov WD Ov.s; X;L.X/; P;Q/ and Ov0 WD
Ov.s; X 0;L.X 0/; P 0;Q0/, we can compute that

E

��
F.s; X 0; P 0;Q0/ � F.s; X; P;Q/

�>
.X 0 �X/

C
�
B.s; X 0; P 0;Q0/ � B.s; X; P;Q/

�>
.P 0 � P /

C

nX
jD1

�
Aj .s; X 0; P 0;Q0/ � Aj .s; X; P;Q/

�>
.Q0

j
�Qj /

�

D�É

" 
Dxf

Dvf

!
.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; Ov

�
s; X 0;L.X 0/; P 0;Q0

���
X;L.X/; Ov

�
s; X;L.X/; P;Q

�� #> 
X 0 �X

Ov0 � Ov

!µ
;

(3.11)
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with which we shall introduce different monotonicity assumptions on f so as to ensure
the right side of (3.11) to be smaller than

E
�
�ƒˇ

ˇ̌
Ov.s; X 0;L.X 0/; P 0;Q0/ � Ov.s; X;L.X/; P;Q/

ˇ̌2� for some ƒˇ > 0:

Based on the displacement quasi-monotonicity condition in Definition 3.1, we first
propose the following weak monotonicity condition on f for the separable case first,
and then in Condition 3.3, we shall introduce the one for the non-separable case.

Condition 3.1 (Displacement quasi-monotonicity for separable cases). The func-
tional f is separable inm and v: f .s; x;m; v/ D f0.s; x;m/C f1.s; x; v/, where the
functional f1 satisfies the following strong convexity: there exists �v > 0 and �x � 0,
such that

f1.s; x
0; v0/ � f1.s; x; v/

�

" 
Dxf1

Dvf1

!
.s; x; v/

#>  
x0 � x

v0 � v

!
C �xjx

0
� xj2 C �vjv

0
� vj2I

(3.12)

the functional f0 satisfies the following displacement quasi-monotonicity: there exists
�m � 2�x , such that

(3.13) E
��
Dxf0

�
s; � 0;L.� 0/

�
�Dxf0

�
s; �;L.�/

��>
.� 0 � �/

�
� ��mk�

0
� �k22;

8�; � 0 2 L2.�;F;P IRn/:

Remark 3.2. Condition 3.1 allows�m to be positive; that is, the running cost functional
f0 can be displacement quasi-monotonic. Particularly, when �m D 0, (3.13) is reduced
to the classical displacement monotonicity condition as in Remark 3.1. In this case, we
can allow �x D 0, and then, Condition 3.1 coincides with the assumption on f in [2].

We next show that Condition 3.1 can ensure our ˇ-monotonicity in Condition 2.1
with �ˇ D 0.

Theorem 3.3. Under Assumptions (A1)–(A3), suppose that the functions b0 and �0 do
not functionally depend on m, the terminal cost functional g satisfies the displacement
monotonicity condition (3.9) and the running cost functional f satisfies Condition 3.1.
Then, coefficients in (3.6) satisfy Condition 2.1 (i) (a) with the choice of ˇ in (3.7) and
the parameter �ˇ D 0. As a consequence, FBSDEs (1.3) have a unique global solution.

Proof. For the sake of notational convenience, in this proof, we denote

Ov WD Ov.s; X;L.X/; P;Q/ and Ov0 WD Ov.s; X 0;L.X 0/; P 0;Q0/:
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From (3.11) and the separable assumption in Condition 3.1, we have

E

��
F.s; X 0; P 0;Q0/ � F.s; X; P;Q/

�>
.X 0 �X/

C
�
B.s; X 0; P 0;Q0/ � B.s; X; P;Q/

�>
.P 0 � P /

C

nX
jD1

�
Aj .s; X 0; P 0;Q0/ � Aj .s; X; P;Q/

�>
.Q0

j
�Qj /

�
D �E

´" 
Dxf1

Dvf1

!
.s; �/

ˇ̌̌̌
.X 0; Ov0/

.X; Ov/

#>  
X 0 �X

Ov0 � Ov

!

C

�
Dxf0.s; �/

ˇ̌̌̌ �
X 0;L.X 0/

��
X;L.X/

� �>.X 0 �X/µ:
From the displacement quasi-monotonicity (3.13), we know that

�E
��
Dxf0

�
s; X 0;L.X 0/

�
�Dxf0

�
s; X;L.X/

��>
.X 0 �X/

�
� �mk�

0
� �k22;

and from the convexity (3.12), we have

� E
��
Dvf1.s; X

0; Ov0/ �Dvf1.s; X; Ov/
�>
. Ov0 � Ov/

C
�
Dxf1.s; X

0; Ov0/ �Dxf1.s; X; Ov/
�>
.X 0 �X/

�
� �2�xk�

0
� �k22 � 2�vk Ov

0
� Ovk22:

Combining the last two inequalities, we can see that

� E

"́ 
Dxf1

Dvf1

!
.s; �/

ˇ̌̌̌
.X 0; Ov0/

.X; Ov/

#> 
X 0�X

Ov0� Ov

!
C

�
Dxf0.s; �/

ˇ̌̌̌ �
X 0;L.X 0/

��
X;L.X/

� �>.X 0�X/µ
� .�m � 2�x/k�

0
� �k22 � 2�vk Ov

0
� Ovk22;

and since �m � 2�x , we know that Condition 2.1 (i) (a) is valid with the choice of ˇ in
(3.7) for ƒˇ D 2�v and �ˇ D 0.

We now consider the case when f is not separable in x and v. We propose the
following strong convexity and small mean field effect condition, which is also used in
our previous work [8].

Condition 3.2 (Strong convexity and small mean field effect). There exist non-negative
constants Lx; Lv � L, such thatˇ̌

Dxf .s; x
0; m0;v0/�Dxf .s; x;m;v/

ˇ̌
�L

�
jx0�xjCjv0�vj

�
CLxW2.m;m

0/;ˇ̌
Dvf .s; x

0; m0;v0/�Dvf .s; x;m;v/
ˇ̌
�L

�
jx0�xjCjv0�vj

�
CLvW2.m;m

0/I
(3.14)



on mean field monotonicity conditions 105

and there exist �v > 0 and �x �
L2

v

8�v
C

Lx

2
such that

f .s; x0; m; v0/ � f .s; x;m; v/

�

" 
Dxf

Dvf

!
.s; x;m; v/

#>  
x0 � x

v0 � v

!
C �xjx

0
� xj2 C �vjv

0
� vj2:

(3.15)

Here, in the relation �x �
L2

v

8�v
C

Lx

2
, the parameter 1

8
is not the optimal, but we

do not drill down into the details. We first give the relation of Condition 3.2 with the
displacement monotonicity condition when f is independent of v.

Remark 3.3. For a functional f satisfying Condition 3.2 and independent of v, the
continuity (3.14) reduces to

(3.16)
ˇ̌
Dxf .s; x

0; m0/ �Dxf .s; x;m/
ˇ̌
� Ljx0 � xj C LxW2.m;m

0/;

and the convexity (3.15) reduces to

(3.17) f .s; x0; m/ � f .s; x;m/ �
�
Dxf .s; x;m/

�>
.x0 � x/C �xjx

0
� xj2;

with the constants satisfying �x � Lx

2
. For any square-integrable random variables �

and � 0 on the same probability space, we know that

E
��
Dxf

�
s; � 0;L.� 0/

�
�Dxf

�
s; �;L.�/

��>
.� 0 � �/

�
D E

��
Dxf

�
s; � 0;L.� 0/

�
�Dxf

�
s; �;L.� 0/

��>
.� 0 � �/

�
C E

��
Dxf

�
s; �;L.� 0/

�
�Dxf

�
s; �;L.�/

��>
.� 0 � �/

�
:

From the convexity (3.17), we know that

E
��
Dxf

�
s; � 0;L.� 0/

�
�Dxf

�
s; �;L.� 0/

��>
.� 0 � �/

�
� 2�xk�

0
� �k22;

and from (3.16), we can compute that

E
��
Dxf

�
s; �;L.� 0/

�
�Dxf

�
s; �;L.�/

��>
.� 0 � �/

�
� �Lxk�

0
� �k22:

Combining the last two inequalities, we have

E
��
Dxf

�
s; � 0;L.� 0/

�
�Dxf

�
s; �;L.�/

��>
.� 0 � �/

�
� .2�x � Lx/k�

0
� �k22I

since �x � Lx

2
, we know that f satisfies the displacement monotonicity condition.

However, when f is dependent on v, Condition 3.2 cannot be included by Con-
dition 3.1. For the very special linear-quadratic case f .x; m; v/ WD jxj2 C jvj2 C
v>
R

Rn ym.dy/, it can be easy to check that f satisfies Condition 3.2, yet f is not
separable in m and v.
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We now show that Condition 3.2 can also ensure ourˇ-monotonicity in Condition 2.1
with �ˇ D 0.

Theorem 3.4. Under Assumptions (A1)–(A3), suppose that the functions b0 and �0 do
not functionally depend on m, the terminal cost functional g satisfies the displacement
monotonicity condition (3.9) and the running cost functional f satisfies Condition 3.2.
Then, coefficients in (3.6) satisfy Condition 2.1 (i) (a) with the choice of ˇ in (3.7) and
the parameter �ˇ D 0. As a consequence, FBSDEs (1.3) have a unique global solution.

Proof. As in the proof of Theorem 3.3, we adopt the use the notations Ov WD Ov.s; X;
L.X/; P;Q/ and Ov0 WD Ov.s; X 0;L.X 0/; P 0;Q0/. Since f satisfies (3.14) and (3.15),
we can deduce that

� E

´" 
Dxf

Dvf

!
.s; �/

ˇ̌̌̌
.X 0;L.X 0/; Ov0/

.X;L.X/; Ov/

#>  
X 0 �X

Ov0 � Ov

!µ

� �E

´" 
Dxf

Dvf

! �
s; �;L.X 0/; �

� ˇ̌̌̌ .X 0; Ov0/
.X; Ov/

#>  
X 0 �X

Ov0 � Ov

!µ

C E

´ˇ̌̌̌
ˇ
" 

Dxf

Dvf

!
.s; X; �; Ov0/

ˇ̌̌̌
L.X 0/

L.X/

#>  
X 0 �X

Ov0 � Ov

! ˇ̌̌̌
ˇ
µ

��2E
�
�vj Ov

0
� Ovj2C�xjX

0
�Xj2

�
CLvkX

0
�Xk2 � kOv

0
� Ovk2CLxkX

0
�Xk22:

(3.18)

Then, we see from (3.11) and Young’s inequality that

E

��
F.s; X 0; P 0;Q0/ � F.s; X; P;Q/

�>
.X 0 �X/

C
�
B.s; X 0; P 0;Q0/ � B.s; X; P;Q/

�>
.P 0 � P /

C

nX
jD1

�
Aj .s; X 0; P 0;Q0/ � Aj .s; X; P;Q/

�>
.Q0

j
�Qj /

�
� �2E

�
�vj Ov

0
� Ovj2C�xjX

0
�X j2

�
CLvkX

0
�Xk2 � k Ov

0
� Ovk2CLxkX

0
�Xk22

� ��vk Ov
0
� Ovk22 �

�
2�x � Lx �

L2v
4�v

�
kX 0 �Xk22

� ��vk Ov
0
� Ovk22:

In the last inequality, we have used the inequality in Condition 3.2: �x � Lx

2
C

L2
v

8�v
.

Therefore, we know that Condition 2.1 (i) (a) is valid with the choice of ˇ in (3.7) by
setting ƒˇ D �v and �ˇ D 0.
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Remark 3.4. Although we here assume that b0 and �0 do not functionally depend on
m, since the functional f here can be non-separable, therefore, the optimal control Ov
here can depend on m, and hence, the coefficients

DpH.s; x;m; p; q/ D b
�
s; x;m; Ov.s; x;m; p; q/

�
;

DqH.s; x;m; p; q/ D �
�
s; x;m; Ov.s; x;m; p; q/

�
are dependent on m. Therefore, the coefficients of the SDE in the system (1.3) are
distribution dependent. Moreover, since we allow the diffusion term � to depend on v,
the optimal control Ov can depend on q, which also extends the results in the existing
literature via a PDE approach.

In Condition 3.2, the functional f does not need to be separable or displacement
monotonic. From the relation �x �

L2
v

8�v
C

Lx

2
, we can see that the dependence ofDxf

andDvf onm should be smaller than the convexity of f in x. Now, we further extend
Conditions 3.1 and 3.2 and propose the following monotonicity assumption for f . The
functional f is assumed to be divided into two parts (both dependent on .s; x;m; v/),
with one part satisfying a strong convexity and small mean field effect condition and
the other part satisfying a displacement quasi-monotonicity.

Condition 3.3. The running cost functional f is in the form:

(3.19) f .s; x;m; v/ D f0.s; x;m; v/C f1.s; x;m; v/:

Here, the functional f1 satisfies the continuity (3.14) with non-negative constants Lx
andLv , and it also satisfies the convexity (3.15) with constants �x � 0 and �v > 0. The
functional f0 is convex in v and satisfies the following displacement quasi-monotonicity
with a constant �m 2 R: for any .s; V / 2 Œ0; T � � L2.�;F;P IRd /,

(3.20) E
��
Dxf0

�
s; � 0;L.� 0/; V

�
�Dxf0

�
s; �;L.�/; V

��>
.� 0��/

�
���mk�

0
��k22;

8�; � 0 2 L2.�;F;P IRn/I

and there exists non-negative constant lx , such that

(3.21)

ˇ̌
Dxf0.s; x;m; v

0/ �Dxf0.s; x;m; v/
ˇ̌
� lxjv

0
� vj;ˇ̌

Dvf0.s; x
0; m0; v/ �Dvf0.s; x;m; v/

ˇ̌
� lx

�
jx0 � xj CW2.m;m

0/
�
:

These parameters satisfy the following inequality condition:

(3.22) 2�x � �m � Lx C
.Lv C 3lx/

2

4�v
:

In Condition 3.3, we see that the dependence ofDxf0 inm can be large, and the f1
part does not need to be monotonic. From (3.22), we can see that the strong convexity of
f1 in x allows f0 to be quasi-monotonic inm. Condition 3.3 includes Condition 3.1 as
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a special case. Actually, when f0 is independent of v, then the parameters lx D 0, and
the monotonicity condition (3.20) for f0 is reduced to (3.13). Furthermore, if f1 does
not functionally depend on m, then the parameters Lx D Lv D 0, and the convexity
condition (3.15) for f1 is reduced to (3.12). Therefore, in this case, Condition 3.3 is
reduced to Condition 3.1. We also elaborate more on the condition (3.20). When the
derivative Dxf0 is differentiable in x and is linearly differentiable in m (although
we do not need such regularity in this article), in view of (1.6), the inequality (3.20)
is equivalent to the following one: for any .s; V / 2 Œ0; T � � L2.�; F; P IRd / and
�; � 2 L2.�;F;P IRn/,

(3.23) E
°
�>
h
D2
xf0

�
s;�;L.�/;V

�
�CzE

�
DxDy

df0

d�

�
s;�;L.�/;V

�
.z�/z�

�
C�m�

i±
�0:

In particular, when the derivatives D2
xf0 and DxDy df0

d�
do not functionally depend

on v, then (3.23) is reduced to the displacement quasi-monotonicity condition as in
(3.13). We also refer to [28, Definition 3.4] for a similar assumption as (3.23) on the
Hamiltonian functional H .

We next show that Condition 3.3 yields our ˇ-monotonicity in Condition 2.1 with
�ˇ D 0, and then FBSDEs (1.3) are well posed.

Theorem 3.5. Under Assumptions (A1)–(A3), suppose that the functions b0 and �0 do
not functionally depend on m, the terminal cost functional g satisfies the displacement
monotonicity condition (3.9) and the running cost functional f satisfies Condition 3.3.
Then, coefficients in (3.6) satisfy Condition 2.1 (i) (a) with the choice of ˇ in (3.7) and
the parameter �ˇ D 0. As a consequence, FBSDEs (1.3) have a unique global solution.

Proof. We still use the notations Ov WD Ov.s;X;L.X/;P;Q/ and Ov0 WD Ov.s;X 0;L.X 0/;
P 0;Q0/. From (3.11) and (3.19), we know that

E

��
F.s; X 0; P 0;Q0/ � F.s; X; P;Q/

�>
.X 0 �X/

C
�
B.s; X 0; P 0;Q0/ � B.s; X; P;Q/

�>
.P 0 � P /

C

nX
jD1

�
Aj .s; X 0; P 0;Q0/ � Aj .s; X; P;Q/

�>
.Q0

j
�Qj /

�

D �E

´" 
Dxf1

Dvf1

!
.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; Ov0

��
X;L.X/; Ov

� #>  
X 0 �X

Ov0 � Ov

!

C

" 
Dxf0

Dvf0

!
.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; Ov0

��
X;L.X/; Ov

� #>  
X 0 �X

Ov0 � Ov

!µ
:

(3.24)
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Since f1 satisfies (3.14) and (3.15), from (3.18), we then obtain

� E

´" 
Dxf1

Dvf1

!
.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; Ov0

��
X;L.X/; Ov

� #>  
X 0 �X

Ov0 � Ov

!µ
��2E

�
�vj Ov

0
� Ovj2C�xjX

0
�X j2

�
CLvkX

0
�Xk2k Ov

0
� Ovk2CLxkX

0
�Xk22:

(3.25)

Since f0 satisfies the displacement quasi-monotonicity condition (3.20), we have

(3.26) �E
��
Dxf0

�
s;X 0;L.X 0/; Ov

�
�Dxf0

�
s;X;L.X/; Ov

��>
.X 0�X/

�
��mkX

0
�Xk22:

As f0 is convex in v, we know that

(3.27) �E
��
Dvf0

�
s; X;L.X/; Ov0

�
�Dvf0

�
s; X;L.X/; Ov

��>
. Ov0 � Ov/

�
� 0:

Combining (3.21) with an application of Cauchy–Schwarz inequality, we also have

(3.28)
�E

²�
Dvf0.s; �; Ov

0/

ˇ̌̌̌ �
X 0;L.X 0/

��
X;L.X/

� �>. Ov0� Ov/³ � 2lxkX 0�Xk2k Ov0� Ovk2;
�E

²�
Dxf0

�
s; X 0;L.X 0/; �

� ˇ̌̌ Ov0
Ov

�>
.X 0�X/

³
� lxkX

0
�Xk2k Ov

0
� Ovk2:

From (3.26)–(3.28), we deduce that

(3.29) � E

´" 
Dxf0

Dvf0

!
.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; Ov0

��
X;L.X/; Ov

� #>  
X 0 �X

Ov0 � Ov

!µ
� �mkX

0
�Xk22 C 3lxkX

0
�Xk2k Ov

0
� Ovk2:

Combining (3.24), (3.25) and (3.29), from Young’s inequality, we have

E

��
F.s; X 0; P 0;Q0/ � F.s; X; P;Q/

�>
.X 0 �X/

C
�
B.s; X 0; P 0;Q0/ � B.s; X; P;Q/

�>
.P 0 � P /

C

nX
jD1

�
Aj .s; X 0; P 0;Q0/ � Aj .s; X; P;Q/

�>
.Q0

j
�Qj /

�
� �2�vk Ov

0
� Ovk22�.2�x��m�Lx/kX

0
�Xk22C.LvC3lx/kX

0
�Xk2k Ov

0
� Ovk2

� ��vk Ov
0
� Ovk22 �

�
2�x � �m � Lx �

.Lv C 3lx/
2

4�v

�
kX 0 �Xk22

� ��vk Ov
0
� Ovk22;

(3.30)
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where the last inequality follows in light of 2�x � �m � Lx C .LvC3lx/
2

4�v
. Therefore,

Condition 2.1 (i) (a) is valid with the choice of ˇ in (3.7) forƒˇ D �v and �ˇ D 0.

In the proof of Theorem 3.5, we have shown that Condition 3.3 for the running
cost functional f ensures that the ˇ-monotonicity in Condition 2.1 holds with the
parameter �ˇ D 0. As two particular cases of Condition 3.3, the classical displacement
monotonicity [1, 2, 27,28] and the small mean field effect [8] can both be viewed as
a condition to guarantee this ˇ-monotonicity. We also refer to [14, Remark 7.2] and
[11, Section 2.1] for more detailed discussions on the relationship between the small
mean field effect and displacement monotonicity condition. As a direct consequence
of Theorems 3.1, 3.2 and 3.5, we obtain the following solvability of MFG (1.1)–(1.2).

Corollary 3.6. Under Assumptions (A1)–(A3), (3.3) gives a local solution of MFG
(1.1)–(1.2). Furthermore, under assumptions in Theorem 3.5, (3.3) is the unique global
solution.

So far, we focus on the convexity setting on the terminal functional g; actually, our
stochastic control method can be applied to some more general cases beyond usual
convex settings. To this point, we first introduce the recent work of [41], in which the
authors use an analytical method to study the MFG master equation with � being a
constant and in the absence of the displacement monotonicity condition; particularly,
they assume certain non-convexity of the terminal cost g. More precisely, g is assumed
to satisfy an anti-monotonicity condition, while the Hamiltonian H takes the form
H.s; m; p/ D hA0x; pi C H0.x; m; p/, where H0 satisfies appropriate regularity
conditions; see [41, Assumption 6.1] for details.

We now give a viewpoint of the above conditions from the control theoretical per-
spective. In our previous work [8], we can see that with a stochastic control approach,
the convexity of g is also not necessary for the local solvability of the FBSDEs asso-
ciated with the MFG. Actually, even for the global solvability, the convexity and the
displacement monotonicity condition of g are not necessary either; indeed, we may
use the following condition on g: there exists some lg > 0, such that for any � and � 0

on the same probability space,

(3.31)
ˇ̌
E
��
Dxg

�
� 0;L.� 0/

�
�Dxg

�
�;L.�/

��>
.� 0 � �/

�ˇ̌
� lgk�

0
� �k22;

which resembles the anti-monotonicity condition [41, (1.5)]. Here, we assume that the
running cost functional f satisfies Condition 3.3, which allows the Hamiltonian H to
be a general one; and due to the page limit, we only give a sketch of motivation for
a simple case with � being constant. In view of the continuation method, we should
study the continuity of the solution of the following FBSDEs in initial � 2 L2

Ft
, with
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an input .I b; If ; I g/ 2 L2
F.0; T / �L2

F.0; T / �L2
FT

:

(3.32)

8̂̂̂̂
<̂̂
ˆ̂̂̂:
Xs D � C

Z s

t

�

DpH

�
r; Xr ;L.Xr/; Pr ;Qr

�
C I br

�
dr C

Z s

t

�dBr ;

Ps D 
Dxg
�
XT ;L.XT /

�
C I g

C

Z T

s

�

DxH

�
r; Xr ;L.Xr/; Pr ;Qr

�
C I fr

�
dr �

Z T

s

QrdBr ;

where 
 2 Œ0;1�. For any two initials �1 and �2 and any two inputs ..I b/1; .I f /1; .I g/1/
and ..I b/2; .If /2; .I g/2/, we denote by .X1; P 1;Q1; v1/ and .X2; P 2;Q2; v2/ the
corresponding solutions of FBSDEs (3.32) and denote�X WD X 0 �X (we also adopt
similar notations for all other differences). Then, from (3.30), we know that

E
�


�
Dxg

�
X2T ;L.X

2
T /
�
�Dxg

�
X1T ;L.X

1
T /
��>
�XTC.�I

g/>�XT �.�Pt /
>��

�
� E

Z T

t




�
� �vj�vsj

2
�

�
2�x � �m � Lx �

.Lv C 3lx/
2

4�v

�
j�Xsj

2

�
ds

C E

Z T

t

�
j�Psj � j�I

b
s j C j�Xsj � j�I

f
s j
�
ds:

Then, from (3.31), we know that


E

Z T

t

�
�vj�vsj

2
C

�
2�x � �m � Lx �

.Lv C 3lx/
2

4�v

�
j�Xsj

2

�
ds

� E

�

lg j�XT j

2
C j�Pt j � j��j C j�XT j � j�I

g
j

C

Z T

t

�
j�Psj � j�I

b
s j C j�Xsj � j�I

f
s j
�
ds

�
:

(3.33)

By applying Itô’s formula on j�Xsj2 and then using Young’s inequality, we can compute
that

E
�
j�XT j

2
�

D E

�
j��j2 C 2


Z T

t

�
.�Xs/

>b1.s/�Xs C .�Xs/
>b2.s/�vs

�
ds

C 2

Z T

t

j�I bs j � j�Xsjds

�
� E

�
j��j2 C 2
L

Z T

t

�
j�Xsj

2
C j�Xsj � j�vsj

�
ds C 2

Z T

t

j�I bs j � j�Xsjds
�

� E

�
j��j2C
A

Z T

t

�
�vj�vsj

2
C

�
2�x ��m�Lx �

.LvC3lx/
2

4�v

�
j�Xsj

2

�
ds

�
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where

A WD
L�v C L

q
�2v C �v

�
2�x � �m � Lx �

.LvC3lx/2

4�v

�
�v
�
2�x � �m � Lx �

.LvC3lx/2

4�v

� :

Then, by substituting (3.33) into the above inequality, we know that

.1 � 
Alg/E
�
j�XT j

2
�

� .AC 2/E

�
j��j2 C j�Pt j � j��j C j�XT j � jI

g
j

C

Z T

t

�
j�Psj � j�I

b
s j C j�Xsj � j�I

f
s j C j�Xsj � j�I

b
s j
�
ds

�
:

If

(3.34) Alg < 1;

by noting that 
 2 Œ0; 1�, we have

E
�
j�XT j

2
�
� CE

�
j��j2 C j�Pt j � j��j C j�XT j � jI

g
j

C

Z T

t

�
j�Psj � j�I

b
s j C j�Xsj � j�I

f
s j
�
ds

�
;

where C is a constant depending only on .L; �x; �v; �m; Lx; Lv; lx; lg/ and it is
independent of 
 . Substituting the last estimate back into (3.33), we know that for any
" > 0,


E

Z T

t

j�vsj
2ds

� CE

�
j��j2 C j�Pt j � j��j C j�XT j � j�I

g
j

C

Z T

t

�
j�Psj � j�I

b
s j C j�Xsj � j�I

f
s j
�
ds

�
� "E

h
sup
t�s�T

j�Xsj
2
C sup
t�s�T

j�Psj
2
i

C C

�
1C

1

"

�
E

�
j��j2 C j�I g j2 C

Z T

t

�
j�I bs j

2
C j�Ifs j

2
�
ds

�
:

(3.35)

With standard estimates for SDEs, we know that

(3.36) E
h

sup
t�s�T

j�Xsj
2
i
� C.L; T /E

�
j��j2 C

Z T

t

�

 j�vsj

2
C j�I bs j

2
�
ds

�
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and then, with (3.36) and standard estimates for BSDEs,

(3.37) E

�
sup
t�s�T

j�Psj
2
C

Z T

t

j�Qsj
2ds

�
� C.L; T /E

�
j�I g j2 C

Z T

t

�

 j�vsj

2
C j�Ifs j

2
�
ds

�
:

Substituting (3.36) and (3.37) into (3.35), we can see that by choosing " small enough,

(3.38) 
E

Z T

t

j�vsj
2ds � CE

�
j��j2 C j�I g j2 C

Z T

t

�
j�I bs j

2
C j�Ifs j

2
�
ds

�
:

From (3.36)–(3.38), we obtain that

(3.39) E

�
sup
t�s�T

j�Xsj
2
C sup
t�s�T

j�Psj
2
C

Z T

t

j�Qsj
2ds

�
� CE

�
j��j2 C j�I g j2 C

Z T

t

�
j�I bs j

2
C j�Ifs j

2
�
ds

�
;

where the constant C is independent of 
 . In view of the estimate (3.39), we can
recursively enlarge the parameter 
 in FBSDEs (3.32) by using the Banach fixed point
theorem; sinceC is independent of 
 , we can obtain the global solvability. This approach
is typical in the method of continuation in coefficients proposed in [31]. The above
sketchy argument will work as long as the condition (3.34) holds; this in turn allows a
flexibility to free g from being convex, indeed; we also refer to [41, Theorem 7.1] for
similar conditions. We shall provide more details in our future work.

4. Solvability of the MFTC problem

We consider the solvability of the MFTC problem (1.4). As in Section 3, we first give a
sufficient condition of a maximum principle for the MFTC problem (1.4) and then show
that the convexity assumption on f is actually the ˇ-monotonicity condition (Condi-
tion 2.1 (i)) for the well-posedness of FBSDEs (1.5) in view of the ˇ-monotonicity in
Condition 2.1.

4.1. Maximum principle

We take the following assumptions on coefficients.
(B1) The functions b and � are linear. That is,

b.s; x;m; v/ D b0.s/C b1.s/x C b2.s/v C b3.s/

Z n

R
y m.dy/;

�.s; x;m; v/ D �0.s/C �1.s/x C �2.s/v C �3.s/

Z n

R
y m.dy/;
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with all the norms of b0.s/, b1.s/, b2.s/, b3.s/, �0.s/, �1.s/, �2.s/, �3.s/ being
bounded by L.

(B2) The functions f and g have a quadratic growth (3.1). The derivatives Dxf ,
Dvf , Dy dfd� , Dxg and Dy dgd� exist, and they are continuous in all of their own argu-
ments and satisfyˇ̌
.Dx;Dv/f .s; x

0; m0;v0/�.Dx;Dv/f .s; x;m;v/
ˇ̌
�L

�
jx0�xjCjv0�vjCW2.m;m

0/
�
;ˇ̌

Dxg.x
0; m0/�Dxg.x

0; m0/
ˇ̌
�L

�
jx0�xjCW2.m;m

0/
�
;

and for any square-integrable random variables � and � 0 on the same probability space,

E

�ˇ̌̌̌
Dy

df

d�

�
s; x0;L.� 0/; v0

�
.� 0/ �Dy

df

d�

�
s; x0;L.�/; v0

�
.�/

ˇ̌̌̌2�
� L

�
jx0 � xj2 C jv0 � vj2 C k� 0 � �k22

�
;

E

�ˇ̌̌̌
Dy

dg

d�

�
x0;L.� 0/

�
.� 0/ �Dy

dg

d�

�
x0;L.�/

�
.�/

ˇ̌̌̌2�
� L

�
jx0 � xj2 C k� 0 � �k22

�
:

(B3) The terminal cost functional g is convex, that is,

(4.1) g
�
x0;L.� 0/

�
� g

�
x;L.�/

�
�
�
Dxg

�
x;L.�/

��>
.x0 � x/C E

��
Dy

dg

d�

�
x;L.�/

�
.�/

�>
.� 0 � �/

�
:

And there exists � > 0 such that for any square-integrable random variables � and � 0

on the same probability space,

f
�
s; x0;L.� 0/; v0

�
� f

�
s; x;L.�/; v

�
�

" 
Dxf

Dvf

! �
s; x;L.�/; v

�#>  x0 � x
v0 � v

!
C �jv0 � vj2 C E

��
Dy

df

d�

�
s; x;L.�/; v

�
.�/

�>
.� 0 � �/

�
:

Under above assumptions, we have the following sufficient maximum principle for
MFTC (1.4).

Theorem 4.1. Under Assumptions (B1)–(B3), suppose that FBSDEs (1.5) have a
uniqueness solution .X;P;Q/ 2 �2F.t;T /�L2

F.t;T /� .L
2
F.t;T //

n. Then, the MFTC
problem (1.4) has a unique optimal control vs WD Ov.s; Xs;L.Xs/; Ps;Qs/, s 2 Œt; T �,
where the map Ov is defined in (3.2).

The proof of Theorem 4.1 is similar to that in [10] and is thus omitted here.
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4.2. Well-posedness of the forward-backward system

We shall use Lemma 2.1 to give the well-posedness of our FBSDEs (1.5), which can
be viewed as a subcase of FBSDEs (2.1) by setting

(4.2)

B.s; X; P;Q/ WD DpH
�
s; X;L.X/; P;Q

�
;

A.s; X; P;Q/ WD DqH
�
s; X;L.X/; P;Q

�
;

F.s; X; P;Q/ WD �DxH
�
s; X;L.X/; P;Q

�
� zE

h
Dy

dH

d�

�
s; zX;L.X/; zP ; zQ

�
.X/

i
;

G.X/ WD Dxg
�
X;L.X/

�
C zE

h
Dy

dg

d�

�
zX;L.X/

�
.X/

i
;

for X; P 2 L2.�;F; P IRn/ and Q 2 L2.�;F; P IRn�n/, where zX , zP and zQ are
respectively independent copies of X , P and Q. We now show that Assumptions
(B1)–(B3) can ensure the ˇ-monotonicity in Condition 2.1 and then imply with the
global well-posedness of FBSDEs (1.5). The choices of F and G in (4.2) are different
from that in (3.6) due to the arithmetic difference between the backward equation in
FBSDEs (1.5) and in FBSDEs (1.3) respectively, which is because the state process
of the MFTC problem (1.4) depends simultaneously on the distribution of the current
controlled state, while the state process of MFG (1.1)–(1.2) depends on the equilibrium
distribution from the population.

Theorem 4.2. Under Assumptions (B1)–(B3), coefficients in (4.2) satisfy Condition 2.1
with the map

ˇ.s;X; P;Q/ WD Ov
�
s; X;L.X/; P;Q

�
and the parameter �ˇ D 0. As a consequence, FBSDEs (1.5) have a unique adapted
solution.

Proof. Here, we check Condition 2.1 (i). From (4.2), Assumption (B1) and the defini-
tion of Ov.�/ in (3.2), we can write

B.s; X; P;Q/ D b0.s/C b1.s/X C b2.s/ Ov C b3.s/EŒX�;

Aj .s; X; P;Q/ D �j0 .s/C �
j
1 .s/X C �

j
2 .s/ Ov C �

j
3 .s/EŒX�;

F.s; X; P;Q/ D �b1.s/>P �
nX

jD1

�
j
1 .s/

>Qj
�Dxf

�
s; X;L.X/; Ov

�
� b3.s/

>EŒP ��
nX

jD1

�
j
3 .s/

>EŒQj ��zE
h
Dy

df

d�

�
s; zX;L.X/; QOv

�
.X/

i
;
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where Ov WD Ov.s; X;L.X/; P;Q/ and QOv is an independent copy of Ov; the map Ov.�/ is
defined in (3.2). Then, we can compute that

E

��
F.s; X 0; P 0;Q0/ � F.s; X; P;Q/

�>
.X 0 �X/

C
�
B.s; X 0; P 0;Q0/ � B.s; X; P;Q/

�>
.P 0 � P /

C

nX
jD1

�
Aj .s; X 0; P 0;Q0/ � Aj .s; X; P;Q/

�>
.Q0

j
�Qj /

�

D �E

´" 
Dxf

Dvf

!
.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; Ov0

��
X;L.X/; Ov

� #>  
X 0 �X

Ov0 � Ov

!

CzE

�
Dy

df

d�

�
s;fX 0;L.X 0/;eOv0�.X 0/�Dy df

d�

�
s; zX;L.X/; QOv

�
.X/

�>
.X 0�X/

µ
:

(4.3)

By Fubini’s lemma, we know that

E

²
zE

�
Dy

df

d�

�
s;fX 0;L.X 0/;eOv0�.X 0/ �Dy df

d�

�
s; zX;L.X/; QOv

�
.X/

�>
.X 0 �X/

³
D E

²
zE

��
Dy

df

d�

�
s; X 0;L.X 0/; Ov0

�
.fX 0/ �Dy df

d�

�
s; X;L.X/; Ov

�
. zX/

�>
.fX 0� zX/�³I

then, from (4.3) and the convexity of f in Assumption (B3), we know that Condi-
tion 2.1 (i) (a) is valid with the map

ˇ.s;X; P;Q/ WD Ov
�
s; X;L.X/; P;Q

�
by settingƒˇ D 2� and �ˇ D 0. In a similar way, we can show that Condition 2.1 (i) (b)
is also satisfied.

5. The case for generic drift

So far we mainly focused on the case when b is linear in x and v. We next proceed on
the more general setting such that b can be non-linear in x, v and m. We study both
MFG (1.3) and the MFTC problem (1.4) with a generic b.

5.1. Mean field games with generic drifts

In this subsection, we shall give the solvability of MFG (1.1)–(1.2) without Assump-
tion (A1); instead, we adopt the following assumptions on b and � .
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(A10) The coefficient b grows linearly and is L-Lipschitz continuous in .x; v/ and
lm-Lipschitz continuous in m; it is continuously differentiable in x and v, with the
derivativesDxb andDvb being bounded byL. Moreover, for any s 2 Œ0;T �, x;x0 2Rn,
v; v0 2 Rd and m;m0 2 P2.Rn/,

(5.1)
ˇ̌
.Dxb;Dvb/.s; x

0; m0; v0/ � .Dxb;Dvb/.s; x;m; v/
ˇ̌

�
Lx
b
jx0 � xj C Lv

b
jv0 � vj C Lm

b
W2.m;m

0/

1C jxj _ jx0j C jvj _ jv0j CW2.m; ı0/ _W2.m0; ı0/
I

and there exists �b > 0 such that

(5.2) .Dvb/.Dvb/
>.s; x;m; v/ � �bIn; 8.s; x; v/ 2 Œ0; T � �Rn �Rd :

The coefficient � is linear in x as �.s; x/D �0.s/C �1.s/x, with the norms of matrices
�0 and �1 being bounded by L.

In the condition (5.1), if the coefficient b demanded is linear in x and v, then

Lxb D L
v
b D L

m
b D 0:

Therefore, (A10) extends the linear assumption on b in Assumption (A1). Our Assump-
tion (A10) is also used in [13, 14] for the solvability of first-order MFGs and MFTC
problems with a generic b. We also refer to [28] for similar conditions to obtain the
solvability of mean field game master equation with an analytical approach, but on
the Hamiltonian functional H , not the individual assumptions on the drift functional
b and on the cost functionals. In view of Assumption (A10), the system of FBSDEs
associated with the MFG is as follows:

(5.3)

8̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂:

Xs D � C

Z s

t

b
�
r; Xr ;L.Xr/; vr

�
dr C

Z s

t

�
�0.r/C �1.r/Xr

�
dBr ;

Ps D �

Z T

s

QrdBr CDxg
�
XT ;L.XT /

�
C

Z T

s

�
Dxb

�
r; Xr ;L.Xr/; vr

�>
Pr

C

nX
jD1

�
�
j
1 .r/

�>
Qj
r CDxf

�
r; Xr ;L.Xr/; vr

��
dr;

subject to

(5.4) Dvb
�
s; Xs;L.Xs/; vs

�>
Ps CDvf

�
s; Xs;L.Xs/; vs

�
D 0; s 2 Œt; T �:

We first give the corresponding maximum principle to hold for the MFG with
Assumption (A10).
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Theorem 5.1. Under Assumptions (A10), (A2) and (A3), suppose that f satisfies the
convexity (3.15) with constants

(5.5) �x �
L2Lx

b

�b
; �v >

L2Lv
b

�b
:

If FBSDEs (5.3)–(5.4) have a unique solution

. xX; xP ; xQ; Nv/ 2 �2F.t; T / � �2F.t; T / �
�
L2

F.t; T /
�n
�L2

F.t; T /;

then Nv is the unique solution of MFG (1.1)–(1.2).

Proof. We now prove the coercive property for J . For any control v 2 L2
F.t; T /, we

denote by Xv the corresponding state. From Assumptions (A2) and the convexity of f
and g, we have

J
�
vIL. xXs/; t � s � T

�
� J

�
NvIL. xXs/; t � s � T

�
� E

´Z T

t

"" 
Dxf

Dvf

! �
s; xXs;L. xXs/; Nvs

�#>  Xvs � xXs
vs � Nvs

!

C�xjX
v
s �
xXsj

2
C�vjvs� Nvsj

2

#
dsCDxg. xXT /

>.XvT �
xXT /

µ
:

(5.6)

By applying Itô’s formula on xP>s .Xvs � xXs/ and taking expectation, we have

E
�
Dxg. xXT /

>.XvT �
xXT /

�
D E

"Z T

t

xP>s
�
b
�
s;Xvs ;L.

xXs/;vs
�
�b
�
s; xXs;L. xXs/; Nvs

��
C

nX
jD1

. xQj
s /
>�

j
1 .s/.X

v
s �
xXs/

�

�
Dxb

�
s; xXs;L. xXs/; Nvs

�> xPs C nX
jD1

�
�
j
1 .s/

�> xQj
s

CDxf
�
s; xXs;L. xXs/; Nvs

��>
.Xvs �

xXs/ds

#
D E

"Z T

t

�
b
�
s; Xvs ;L.

xXs/; vs
�
� b

�
s; xXs;L. xXs/; Nvs

�
�Dxb.s; xXs; Nvs/.X

v
s �
xXs/
�> xPs�Dxf �s; xXs;L. xXs/; Nvs�>.Xvs � xXs/ds#:

From the first-order condition (5.4), we know that

(5.7) Dvb
�
s; xXs;L. xXs/; Nvs

�> xPs CDvf �s; xXs;L. xXs/; Nvs� D 0;
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and therefore,

E
�
Dxg. xXT /

>.XvT �
xXT /

�
D E

"Z T

t

�
b
�
s; �;L. xXs/; �

� ˇ̌̌ .Xvs ; vs/
. xXs; Nvs/

�
�
.Dxb;Dvb/

�
s; xXs;L. xXs/; Nvs

��  Xvs � xXs
vs � Nvs

!#>
xPs

�

" 
Dxf

Dvf

! �
s; xXs;L. xXs/; Nvs

�#>  Xvs � xXs
vs � Nvs

!
ds

#
:

(5.8)

In view of (5.7), the condition (5.2) and the Schur complement, we can compute that

xPs D �
��
.Dvb/

>.Dvb/
��1

.Dvb/
>
�
s; xXs;L. xXs/; Nvs

��
.Dvf /

�
s; xXs;L. xXs/; Nvs

�
(also see the following Remark 5.1), and then, from (A2), we know that

(5.9) j xPsj �
L2

�b

�
1C j xXsj CW2

�
L. xXs/; ı0

�
C j Nvsj

�
:

Again from (5.7), we know that�
Dvf

�
s; xXs;L. xXs/; �

�ˇ̌ Nvs

0

�>
Nvs

D �
�
Dvb

�
s; xXs;L. xXs/; Nvs

�> xPs CDvf �s; xXs;L. xXs/; 0��> Nvs;
and from the convexity assumption (3.15), we have

2�vj Nvsj �
ˇ̌
Dvb

�
s; xXs;L. xXs/; Nvs

�ˇ̌
� j xPsj C

ˇ̌
Dvf

�
s; xXs;L. xXs/; 0

�ˇ̌
� L

�
1C j xXsj CW2

�
L. xXs/; ı0

�
C j xPsj

�
:

Therefore, we deduce from the condition (5.1) thatˇ̌̌̌
ˇE
"Z T

t

"
b
�
s; �;L. xXs/; �

� ˇ̌̌̌ .Xvs ; vs/
. xXs; Nvs/

�
�
.Dxb;Dvb/

�
s; xXs;L. xXs/; Nvs

��  Xvs � xXs
vs � Nvs

!#>
xPs

#ˇ̌̌̌
ˇ

�
L2

�b
E

� Z T

t

�
Lxb jX

v
s �
xXsj

2
C Lvbjvs � Nvsj

2
�
ds

�
:

(5.10)
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Substituting (5.10) into (5.8), we know that

E

´Z T

t

" 
Dxf

Dvf

!�
s; xXs;L. xXs/; Nvs

�#> Xvs � xXs
vs � Nvs

!
dsCDxg. xXT /

>.XvT �
xXT /

µ
� �

L2

�b
E

� Z T

t

�
Lxb jX

v
s �
xXsj

2
C Lvbjvs � Nvsj

2
�
ds

�
:

Combining the last inequality and (5.6), from (5.5), we know that

J.v/ � J. Nv/ �

�
�v �

L2Lv
b

�b

�
E

� Z T

t

jvs � Nvsj
2ds

�
;

from which we obtain the claimed coerciveness, which shows that Nv is a solution
for MFG (1.1)–(1.2). And the proof for the uniqueness result is similar to that for
Theorem 3.1.

Remark 5.1. In the proof of Theorem 5.1, the condition (5.9) is also known as a cone
property (cone condition) which was first proposed in [13, 14] for the study on the
first-order mean field theory. We would like to emphasize that the cone condition is
satisfied under Assumptions (A10), (A2) and (A3), which does not require additional
assumption. We now show that Assumption (A10) and Condition 3.3 can ensure the
ˇ-monotonicity corresponding to FBSDEs (5.3) and then guarantee the global well-
posedness of FBSDEs (1.3).

Theorem 5.2. Under Assumptions (A10), (A2) and (A3), suppose that the terminal cost
functional g satisfies the displacement monotonicity condition (3.9), and the running
cost functional f satisfies Condition 3.3. Then, when

�v � 2kL
v
b; 2�x ��m � LxC

2L2lm

�b
C
3L3.Lx

b
CLm

b
/lm

�2
b

Ck.2LxbCL
m
b /

C
1

4�v

�
LvC3lxC

L2lm

�b
C
3L3Lv

b
lm

�2
b

C2kLxb

�2
;

(5.11)

where

(5.12) k WD
L2

�b
;

FBSDEs (1.3) have a unique global solution.

Proof. We shall show that the coefficients of FBSDEs (5.3) satisfy Condition 2.1.
For s 2 Œt; T �, X; X 0; P; P 0 2 L2.�; F; P IRn/, Q;Q0 2 L2.�; F; P IRn�n/ and
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V; V 0 2 L2.�;F;P IRd / respectively satisfying

(5.13)
Dvb

�
s; X;L.X/; V

�>
P CDvf

�
s; X;L.X/; V

�
D 0;

Dvb
�
s; X 0;L.X 0/; V 0

�>
P CDvf

�
s; X 0;L.X 0/; V 0

�
D 0;

we can compute that

E

²�
b
�
s; X 0;L.X 0/; V 0

�
� b

�
s; X;L.X/; V

��>
.P 0 � P /

C

nX
jD1

�
�
j
1 .s/.X

0
�X/

�>
.Q0

j
�Qj /

�

�
Dxb

�
s; X 0;L.X 0/; V 0

�>
P 0 C

nX
jD1

�
�
j
1 .s/

�>
Q0

j

CDxf
�
s; X 0;L.X 0/; V 0

�
�Dxb

�
s; X;L.X/; V

�>
P

C

nX
jD1

�
�
j
1 .s/

�>
Qj
CDxf

�
s; X;L.X/; V

��>
.X 0 �X/

³
D E

°
�
�
b
�
s; X;L.X/; V

�
� b

�
s; X 0;L.X 0/; V 0

�
�Dxb

�
s; X 0;L.X 0/; V 0

�
.X �X 0/

�>
.P 0 � P /

�
��
Dxb

�
s; X 0;L.X 0/; V 0

�
�Dxb

�
s; X;L.X/; V

��
.X 0 �X/

�>
P

�
�
Dxf

�
s; X 0;L.X 0/; V 0

�
�Dxf

�
s; X;L.X/; V

��>
.X 0 �X/

±
D E

´�
b
�
s; X;L.X 0/; V

�
� b

�
s; X;L.X/; V

��>
.P 0 � P /

C
�
b
�
s; X 0;L.X/; V 0

�
C b

�
s; X;L.X 0/; V

�
� b

�
s; X;L.X/; V

�
� b

�
s; X 0;L.X 0/; V 0

��>
P

�

"
b
�
s; �;L.X 0/; �

� ˇ̌̌̌ .X; V /
.X 0; V 0/

�
�
.Dxb;Dvb/

�
s;X 0;L.X 0/;V 0

�� X�X 0
V �V 0

!#>
P 0

�

"
b
�
s; �;L.X/; �

� ˇ̌̌̌ .X 0; V 0/
.X; V /

�
�
.Dxb;Dvb/

�
s; X;L.X/; V

��  X 0�X
V 0�V

!#>
P

�

" 
Dxf

Dvf

!
.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; V 0

��
X;L.X/; V

� #>  
X 0 �X

V 0 � V

!µ
:

(5.14)
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From (5.13) and Assumptions (A10) and (A2), we can compute that

jP 0 � P j

D

ˇ̌̌̌��
.Dvb/

>.Dvb/
��1

.Dvb/
>
�
s; X 0;L.X 0/; V 0

��
.Dvf /.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; V 0

��
X;L.X/; V

�
C

²��
.Dvb/

>.Dvb/
��1

.Dvb/
>
�
.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; V 0

��
X;L.X/; V

� ³
.Dvf /

�
s; X;L.X/; V

�ˇ̌̌̌
�
L

�b

ˇ̌̌̌
.Dvf /.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; V 0

��
X;L.X/; V

� ˇ̌̌̌
C
3L2

�2
b

ˇ̌̌̌
.Dvb/.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; V 0

��
X;L.X/; V

� ˇ̌̌̌
�
ˇ̌
.Dvf /

�
s; X;L.X/; V

�ˇ̌
�

�
L2

�b
C
3L3Lx

b

�2
b

�
jX 0 �X j C

�
L2

�b
C
3L3Lv

b

�2
b

�
jV 0 � V j

C

�
L2

�b
C
3L3Lm

b

�2
b

�
W2
�
L.X/;L.X 0/

�
;

and therefore,

E
®�
b
�
s; X;L.X 0/; V

�
� b

�
s; X;L.X/; V

��>
.P 0 � P /

¯
�

�
2L2lm

�b
C
3L3.Lx

b
C Lm

b
/lm

�2
b

�
kX 0 �Xk22

C

�
L2lm

�b
C
3L3Lv

b
lm

�2
b

�
kV 0 � V k2 � kX

0
�Xk2:

(5.15)

As in (5.9), from (5.13), the condition (5.2) and Assumption (A2), we also have the
cone properties

jP j � k
�
1C jX j CW2

�
L.X/; ı0

�
C jV j

�
;

jP 0j � k
�
1C jX 0j CW2

�
L.X 0/; ı0

�
C jV 0j

�
;

where constant k is defined in (5.12); therefore, from the condition (5.1), we know that

E

´�
b
�
s; X 0;L.X/; V 0

�
C b

�
s; X;L.X 0/; V

�(5.16)

� b
�
s; X;L.X/; V

�
� b

�
s; X 0;L.X 0/; V 0

��>
P

�

"
b
�
s; �;L.X 0/; �

� ˇ̌̌̌ .X; V /
.X 0; V 0/

�
�
.Dxb;Dvb/

�
s; X 0;L.X 0/; V 0

��  X�X 0
V �V 0

!#>
P 0
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�

"
b
�
s; �;L.X/; �

� ˇ̌̌̌ .X 0; V 0/
.X; V /

�
�
.Dxb;Dvb/

�
s; X;L.X/; V

��  X 0�X
V 0�V

!#>
P

µ
� kLmb

�
kX 0�Xk22CkV

0
�V k2 � kX

0
�Xk2

�
C2kLxbkX

0
�Xk22C2kL

v
bkV

0
�V k22:

Since f satisfies Condition 3.3, from the proof of Theorem 3.5 (also referring to (3.25),
(3.29) and (3.30)), we know that

E

´
�

" 
Dxf

Dvf

!
.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; V 0

��
X;L.X/; V

� #>  
X 0 �X

V 0 � V

!µ
� �2�vk Ov

0
� Ovk22 � .2�x � �m � Lx/kX

0
�Xk22

C .Lv C 3lx/kX
0
�Xk2 � kV

0
� V k2:

(5.17)

Substituting (5.15)–(5.17) back into (5.14), from Young’s inequality and condition
(5.2), we know that

the left-hand side of (5.14)
� �.2�v � 2kL

v
b/kV

0
� V k22

C

�
Lv C 3lx C

L2lm

�b
C
3L3Lv

b
lm

�2
b

C 2kLxb

�
kX 0 �Xk2 � kV

0
� V k2

�

�
2�x��m�Lx�

2L2lm

�b
�
3L3.Lx

b
CLm

b
/lm

�2
b

�k.2LxbCL
m
b /

�
kX 0�Xk22

� �.�v � 2kL
v
b/kV

0
� V k22;

from which we know that Condition 2.1 (i) (a) is valid with ƒˇ D �v � 2kLvb and
�ˇ D 0. Since g satisfies the displacement monotonicity condition, from (3.10), we
know that Condition 2.1 (i) (b) is satisfied. As a consequence of Lemma 2.1, we obtain
the well-posedness of FBSDEs (5.3).

Remark 5.2. In the relation (5.11), the parameters are not the optimal, but we do not
drill down into the details in this article. The condition (5.11) in Theorem 5.2 seems
to be restrictive; however, when the coefficient b is linear in x and v and does not
functionally depend on m, then Lx

b
D Lv

b
D Lm

b
D lm D 0, and the conditions above

are reduced to that in Condition 3.3.

As a direct consequence of Theorems 5.1 and 5.2, we obtain the following solvability
of the MFG with the generic b.

Corollary 5.3. Under assumptions in Theorem 5.2, MFG (1.1)–(1.2) has a unique
global solution.
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The further Jacobian (and Hessian) flows for the FBSDEs and classical solutions to
the associated master equations for MFGs under non-linear settings are studied in our
new article [7].

5.2. Relation with the mean field game HJB-FP system

MFG (1.1)–(1.2) is associated with the following HJB-FP system:

(5.18)

8̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂:

@sv
t;�.s; x/

CH
�
s; x;mt;�.s/;Dxv

t;�.s; x/;
1

2
D2
xv
t;�.s; x/�

�
s; x;mt;�.s/

��
D 0;

s 2 Œt; T /;

@sm
t;�
C div

�
DpH

�
s; x;mt;�.s/;Dxv

t;�.s; x/
�
mt;�

�
�

nX
i;jD1

@xi
@xj

�
aij
�
s; x;mt;�.s/

�
mt;�

�
D 0; s 2 .t; T �;

mt;�.t/ D �; vt;�.T; x/ D g
�
x;mt;�.T /

�
;

where aij .s;x;m/ WD 1
2
.��>/ij .s;x;m/. This HJB-FP system is related to our FBSDEs

(1.3) in the following manner: suppose that .X t;� ; P t;� ;Qt;�/ is an adapted solution of
FBSDEs (1.3) with initial condition X t;�t D � � �; then,

(5.19) mt;�.s/ D L.X t;�s /; Dxv
t;�.s; X t;�s / D P t;�s ; s 2 Œt; T �:

This relation (5.19) also gives a decoupling field of FBSDEs (1.3). The HJB-FP system
(5.18) is widely studied in the contemporary literature; see [18, 20, 29, 37–39] for
instance. In such works, � is usually assumed to be constant or non-degenerate, and
system (5.18) can be studied via the solution a parabolic equation. For the existence
result for system (5.18) and also the solution regularity, the regularity of the functional
HamiltonianH.s; x;m; p; q/ is directly assumed. For the uniqueness result for system
(5.18), some monotonicity conditions are required for H and g. The Lasry–Lions
monotonicity condition:Z

Rn

�
g.x;m0/ � g.x;m/

�
.m0 �m/.dx/ � 0;

which is introduced by Lasry and Lions [37,38] and then used in the literature [20,29],
is now well known. Its relation with the displacement monotonicity condition is referred
to in [1, 11, 28, 30].

In our work, to see the matter from the control perspective more clearly, we give
conditions directly on coefficients b, � and f , rather than on the induced functional
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HamiltonianH as in the above mentioned literature studying the HJB-FP system (5.18)
via analytical methods. However, we can show that our assumptions on b, � , f for
the control method are related to those on H for the analytical method. For example,
we show that the condition �v >

2L2Lv
b

�b
in Theorem 5.2 can guarantee the concavity

for the Hamiltonian functional H in p; this concavity assumption is widely used in
the existing literature, such as [18, 20, 28, 29, 36]. For convenience, we here prove the
particular case when the dimension n D d D 1 and the coefficients b and f are twice
differentiable in v although we do not need coefficients to be twice differentiable just
for the sake of the well-posedness of the MFGs and MFTC problem. We have

D2
pH.s; x;m; p; q/ D Dp

�
b
�
s; x;m; Ov.s; x;m; p/

��
D Dvb

�
s; x;m; Ov.s; x;m; p/

�
Dp Ov.s; x;m; p/:

(5.20)

From the first-order optimality condition, we know that

Dvb
�
s; x;m; Ov.s; x;m; p/

�
p CDvf

�
s; x;m; Ov.s; x;m; p/

�
D 0;

and by differentiating p in this last equation, we have�
D2
vb
�
s; x;m; Ov.s; x;m; p/

�
p CD2

vf
�
s; x;m; Ov.s; x;m; p/

��
Dp Ov.s; x;m; p/

D �Dvb
�
s; x;m; Ov.s; x;m; p/

�
:

Then, in view of the condition (5.2), we know that

Dp Ov.s; x;m; p/ D
jDvbj

2

.D2
vb/.Dvf / � .D

2
vf /.Dvb/

�
s; x;m; Ov.s; x;m; p/

�
I

we shall explain its well-posedness without exploding to infinity in the following.
Substituting this last expression into (5.20), we can compute that

D2
pH.s; x;m; p/ D

jDvbj
2

.Dvb/.D
2
vb/.Dvf /

jDvbj2
�D2

vf

�
s; x;m; Ov.s; x;m; p/

�
:

From Assumption (A10), we know thatˇ̌̌̌
.Dvb/.D

2
vb/.Dvf /

jDvbj2

ˇ̌̌̌
�
L2Lv

b

�b
;

and together with the convexity of f in v, the inequality �v >
2L2Lv

b

�b
yields that

D2
pH.s; x;m; p; q/ < 0, which implies that H is concave in p.

In the HJB-FP system (5.18), if we define

U.t; x; �/ WD vt;�.t; x/; .t; x; �/ 2 Œ0; T � �Rn �P2.R
n/;

then, from system (5.18), we can immediately see that it satisfies the following MFG
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master equation:

(5.21)

8̂̂̂̂
ˆ̂̂̂<̂
ˆ̂̂̂̂̂̂
:

@tU.t; x; �/CH
�
t; x; �;DxU.t; x; �/;

1

2
D2
xU.t; x; �/�.t; x; �/

�
C

Z n

R

h
DpH

�
t; y; �;DxU.t; y; �/

�>
Dy

dU

d�
.t; x; �/.y/

C
1

2
Tr
�
.��>/.t; y; �/D2

y

dU

d�
.t; x; �/.y/

�i
d�.y/ D 0; t 2 Œ0; T /;

U.T; x; �/ D g.x; �/; 8.x; �/ 2 Rn �P2.R
n/:

The solution of the master equation (5.21) is a decoupling field of the mean field game
HJB-FP system (5.18):

vt;�.s; x/ WD U
�
s; x;mt;�.s/

�
; .s; x/ 2 Œt; T � �RnI

we also refer to [8,11,36] for more discussions on the relations between the mean field
game master equation and the HJB-FP system. The master equation (5.21) is widely
studied in the existing literature; see [28,41] for an analytical method for well-posedness
when � is constant, and also see our previous work [8] for a probabilistic approach
when b is linear. Note that in [40], an analytical approach is used to study the HJB-FP
equations for MFGs under displacement monotonicity conditions on the cost function,
assuming the special drift b � v and the constant diffusion � . Our coefficients b and �
are fairly general. From [8,11], we see that the classical solution of the master equation
(5.21) or the HJB-FP equations (5.18) requires more restrictive assumptions and higher
regularity on coefficients than just the solution of the MFG. Therefore, the stochastic
control method in the paper allows us to include more cases and also to impose fewer
regularity conditions on the coefficients, so as to guarantee the solvability of the original
mean field problem.

5.3. Mean field type control problems with generic drifts
We next study the solvability of the MFTC problem (1.4) without Assumption (B1);
instead, we take the following assumptions on b and � :

(B10) The coefficient b grows linearly and is L-Lipschitz continuous in .x; v;m/; it
is continuously differentiable in x, v andm, with the derivativesDxb,Dxb andDy dbd�
being bounded by L, and they are L-Lipschitz continuous in .x; v;m/. Moreover, for
any s 2 Œ0; T �, x; x0 2 Rn, v; v0 2 Rd and square-integrable random variables � and
� 0 on the same probability space,ˇ̌̌̌
ˇb.s; �/

ˇ̌̌̌ �
x0;L.� 0/; v0

��
x;L.�/; v

� � �.Dx;Dv/b�s; x;L.�/; v�� �x0 � xv0 � v

�
� E

�
Dy

db

d�

�
s; x;L.�/; v

�
.�/.� 0 � �/

�ˇ̌̌̌
ˇ� Lxb jx0�xj2CLvbjv0�vj2CLmb k� 0��k221Cjxj _ jx0jCjvj _ jv0jCk�k2 _ k� 0k2

;
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and there exists �b > 0, such that

.Dvb/.Dvb/
>.s; x;m; v/ � �bIn; 8.s; x; v/ 2 Œ0; T � �Rn �Rd :

The coefficient � is linear in .x;v/ as �.s;x;m/D �0.s/C �1.s/xC �3.s/
R n

R ym.dy/,
with the norms of matrices �0, �1 and �3 being bounded by L.

Remark 5.3. Assumption (B10) is different from Assumption (A10). This is because
the state process of the MFTC problem (1.4) depends simultaneously on the distribution
of the current controlled state, while the state process of MFG (1.1)–(1.2) depends
on the population equilibrium distribution. In Assumption (B10), when the coefficient
b is linear in .x; m; v/, then Lx

b
D Lv

b
D Lm

b
D 0. Therefore, (B10) is a non-linear

extension of the linear assumption on b in Assumption (B1).

We also need the following strong convexity on f :
(B30) The functional g satisfies the convexity (4.1), and there exist �v > 0 and

�x; �m � 0, such that for any square-integrable random variables � and � 0 on the same
probability space,

f
�
s; x0;L.� 0/; v0

�
� f

�
s; x;L.�/; v

�
�

" 
Dxf

Dvf

! �
s; x;L.�/; v

�#> x0 � x
v0 � v

!
CE

h�
Dy

df

d�

�
s; x;L.�/; v

�
.�/
�>
.� 0 � �/

i
C �vjv

0
� vj2 C �xjx

0
� xj2 C �mk�

0
� �k22:

(5.22)

In view of Assumption (B10), the system of FBSDEs associated with the MFTC
problem (1.4) are as follows:
(5.23)8̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂̂
:̂

Xs D �C

Z s

t

b
�
r; Xr ;L.Xr/; vr

�
drC

Z s

t

®
�0.r/C�1.r/XrC�3.r/EŒXr �

¯
dBr ;

Ps D �

Z T

s

QrdBr CDxg
�
XT ;L.XT /

�
Dxg

�
XT ;L.XT /

�
C zE

h
Dy

dg

d�

�fXT ;L.XT /�.XT /i
C

Z T

s

²
Dxb

�
r; Xr ;L.Xr/; vr

�>
Pr C

nX
jD1

�
�
j
1 .r/

�>
Qj
r

CDxf
�
r; Xr ;L.Xr/; vr

�
C zE

hfPr>�Dy db
d�

�
r;fXr ;L.Xr/; evr�.Xr/�i

C

nX
jD1

�
�
j
3 .r/

�>
EŒQj

r �C
zE
h
Dy

df

d�

�
r;fXr ;L.Xr/; evr�.Xr/i³dr; s2 Œt; T �;
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with the condition

(5.24) Dvb
�
s; Xs;L.Xs/; vs

�>
Ps CDvf

�
s; Xs;L.Xs/; vs

�
D 0; s 2 Œt; T �:

We now give the corresponding maximum principle for MFTC (1.4) with a generic b.

Theorem 5.4. Under Assumptions (B10), (B2) and (B30), suppose that

(5.25) �x C �m � k.L
x
b C L

m
b /; �v > kL

v
b;

where the constant k is defined in (5.12). If FBSDEs (5.23)–(5.24) have a solution
. xX; xP ; xQ; Nv/ 2 �2F.t; T / � �2F.t; T / � .L

2
F.t; T //

n �L2
F.t; T /, then, Nv is the unique

optimal control of the MFTC problem (1.4).

Proof. Similar to the proof of Theorem 5.1, we estimate the difference J.v/ � J. Nv/
for any control v 2L2

F.t; T /. From Assumption (B30), denoting byXv the state process
corresponding to a control v, we have

J.v/ � J. Nv/

�E

´Z T

t

"" 
Dxf

Dvf

!�
s; xXs;L. xXs/; Nvs

�#> Xvs � xXs
vs� Nvs

!
C�vjvs� Nvsj

2
C�xjX

v
s �
xXsj

2

C zE

��
Dy

df

d�

�
s; xXs;L. xXs/; Nvs

�
.fxXs/�>.fXvs �fxXs/�C �mkfXvs �fxXsk22#ds

CDxg. xXT /
>.XvT �

xXT /C zE

��
Dy

dg

d�

�
xXT ;L. xXT /

�
.fxXT /�>.fXvT � fxXT /�µ:

(5.26)

By applying Itô’s formula to the product xP>s .Xvs � xXs/ and then taking expectation,
we have

E
�
Dxg. xXT /

>.XvT �
xXT /

�
C EzE

h�
Dy

dg

d�

�fxXT ;L. xXT /�. xXT /�>.XvT � xXT /i
D E

²Z T

t

xP>s

�
b.s; �/

ˇ̌̌̌ �
Xvs ;L.X

v
s /; vs

��
xXs;L. xXs/; Nvs

� �C nX
jD1

. xQj
s /
>�

j
3 .s/
zEŒfXvs �fxXs�

�
�
Dxb

�
s; xXs;L. xXs/; Nvs

�> xPs CDxf �s; xXs;L. xXs/; Nvs��>.Xvs � xXs/
� zE

hfxPs>�Dy db
d�

�
s;fxXs;L. xXs/; eNvs�. xXs/�.Xvs � xXs/i

�

nX
jD1

zE
�fxQj

s
>�

j
3 .s/.X

v
s �
xXs/
�
�zE

h�
Dy

df

d�

�
s;fxXs;L. xXs/;eNvs�. xXs/�>.Xvs � xXs/ids³:
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By Fubini’s lemma, we know that

(i) EzE
��
Dy

dg
d�
.fxXT ;L. xXT //. xXT /�>.XvT � xXT /�

D EzE
��
Dy

dg
d�
. xXT ;L. xXT //.

fxXT /�>.fXvT � fxXT /�,
(ii) EzE

�fxPs>�Dy dbd� .s;fxXs;L. xXs/; eNvs/. xXs/�.Xvs � xXs/�
D EzE

�
xP>s
�
Dy

db
d�
.s; xXs;L. xXs/; Nvs/.

fxXs/�.fXvs �fxXs/�,
(iii) EzE

�fxQj
s
>�

j
3 .s/.X

v
s �
xXs/
�
D EzE

�
xQ
j
s
>�

j
3 .s/.

fXvs �fxXs/�,
(iv) EzE

��
Dy

df
d�
.s;fxXs;L. xXs/; eNvs/. xXs/�>.Xvs � xXs/�

D EzE
��
Dy

df
d�
.s; xXs;L. xXs/; Nvs/.

fxXs/�>.fXvs �fxXs/�.
Therefore, we know that

E

²
Dxg. xXT /

>.XvT �
xXT /C zE

��
Dy

dg

d�

�
xXT ;L. xXT /

�
.fxXT /�>.fXvT � fxXT /�³

D E

²Z T

t

xP>s

�
b.s; �/

ˇ̌̌̌ �
Xvs ;L.X

v
s /; vs

��
xXs;L. xXs/; Nvs

� �Dxb�s; xXs;L. xXs/; Nvs�.Xvs � xXs/
� zE

�
xP>s

�
Dy

db

d�

�
s; xXs;L. xXs/; Nvs

�
.fxXs/�.fXvs �fxXs/��

�Dxf
�
s; xXs;L. xXs/; Nvs

�>
.Xvs �

xXs/

� zE

��
Dy

df

d�

�
s; xXs;L. xXs/; Nvs

�
.fxXs/�>.fXvs �fxXs/�ds³:

From (5.24), we know that

E

´
Dxg. xXT /

>.XvT �
xXT /C zE

��
Dy

dg

d�

�
xXT ;L. xXT /

�
.fxXT /�>.fXvT � fxXT /�

C

Z T

t

" 
Dxf

Dvf

! �
s; xXs;L. xXs/; Nvs

�#>  Xvs � xXs
vs � Nvs

!

C zE

��
Dy

df

d�

�
s; xXs;L. xXs/; Nvs

�
.fxXs/�>.fXvs �fxXs/�dsµ

DE

Ź T

t

xP>s

�
b.s; �/

ˇ̌̌̌ �
Xvs ;L.X

v
s /; vs

��
xXs;L. xXs/; Nvs

� ��.Dxb;Dvb/�s; xXs;L. xXs/; Nvs�� Xvs � xXs
vs� Nvs

!

� zE

��
Dy

db

d�

�
s; xXs;L. xXs/; Nvs

�
.fxXs/�.fXvs �fxXs/��dsµ:

(5.27)
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In view of (5.24) and Assumption (B10), we can compute that

xPs D �
��
.Dvb/.Dvb/

>
��1

.Dvb/
�
s; xXs;L. xXs/; Nvs

��
.Dvf /

�
s; xXs;L. xXs/; Nvs

�
;

and then, as in (5.9), we have the following cone property:

(5.28) j xPsj � k
�
1C j xXsj CW2

�
L. xXs/; ı0

�
C j Nvsj

�
;

where the constant k is defined in (5.12). Therefore, we deduce from Assumption (B10)
that

ˇ̌̌̌
ˇE
´Z T

t

xP>s

�
b.s; �/

ˇ̌̌̌ �
Xvs ;L.X

v
s /; vs

��
xXs;L. xXs/; Nvs

� ��.Dxb;Dvb/�s; xXs;L. xXs/; Nvs�� Xvs � xXs
vs� Nvs

!

� zE

�
xP>s

�
Dy

db

d�

�
s; xXs;L. xXs/; Nvs

�
.fxXs/�.fXvs �fxXs/��dsµˇ̌̌̌ˇ

� kE

²Z T

t

�
Lxb jX

v
s �
xXsj

2
C Lvbjvs � Nvsj

2
C Lmb k

fXvs �fxXsk22�ds³:

(5.29)

Substituting (5.29) into (5.27), we know that

E

´
Dxg. xXT /

>.XvT �
xXT /C zE

��
Dy

dg

d�

�
xXT ;L. xXT /

�
.fxXT /�>.fXvT � fxXT /�

C

Z T

t

" 
Dxf

Dvf

! �
s; xXs;L. xXs/; Nvs

�#>  Xvs � xXs
vs � Nvs

!
ds

C

Z T

t

zE

��
Dy

df

d�

�
s; xXs;L. xXs/; Nvs

�
.fxXs/�>.fXvs �fxXs/�dsµ

� �kE

� Z T

t

.Lxb C L
m
b /jX

v
s �
xXsj

2
C Lvbjvs � Nvsj

2ds

�
:

Combining the last inequality with (5.26), we know that

J.v/ � J. Nv/

� E

²Z T

t

��
�xC�m�k.L

x
bCL

m
b /
�
jXvs �

xXsj
2
C.�v�kL

v
b/jvs� Nvsj

2
�
ds

³
� .�v � kL

v
b/E

� Z T

t

jvs � Nvsj
2ds

�
;

and from (5.25), we obtain the desired result.
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We next show that Assumption (B10) and the strong convexity condition in (B30) yield
that the coefficients of FBSDEs (5.23) satisfy the ˇ-monotonicity, which consequently
implies the global well-posedness of FBSDEs (5.23).

Theorem 5.5. Under Assumptions (B10), (B2) and (B30), suppose that conditions in
(5.25) hold; then FBSDEs (5.23) have a unique global solution.

Proof. We shall show that the coefficients of FBSDEs (5.23) satisfy Condition 2.1.
For s 2 Œt; T �, X; X 0; P; P 0 2 L2.�; F; P IRn/, Q;Q0 2 L2.�; F; P IRn�n/ and
V; V 0 2 L2.�;F;P IRd / satisfying

(5.30)
Dvb

�
s; X;L.X/; V

�>
P CDvf

�
s; X;L.X/; V

�
D 0;

Dvb
�
s; X 0;L.X 0/; V 0

�>
P CDvf

�
s; X 0;L.X 0/; V 0

�
D 0;

and by Fubini’s lemma, we can compute that

E

²�
b.s; X 0;L.X 0/; V 0

�
� b

�
s; X;L.X/; V

��>
.P 0 � P /

(5.31)

C

nX
jD1

�
�
j
1 .s/.X

0
�X/C �

j
3 .s/EŒX

0
�X�

�>
.Q0

j
�Qj /

�

²
Dxb

�
s; X 0;L.X 0/; V 0

�>
P 0 �Dxb

�
s; X;L.X/; V

�>
P

C zE

�fP 0>�Dy db
d�

�
s;fX 0;L.X 0/; eV 0�.X 0/��

� zE

�
zP>
�
Dy

db

d�

�
s; zX;L.X/; zV

�
.X/

��
C

nX
jD1

�
�
j
1 .s/

�>
.Q0

j
�Qj /C

nX
jD1

�
�
j
3 .s/

�>
EŒQ0j �Qj �

CDxf
�
s; X 0;L.X 0/; V 0

�
�Dxf

�
s; X;L.X/; V

�
C zE

�
Dy

df

d�

�
s;fX 0;L.X 0/; eV 0�.X 0/�

� zE

�
Dy

df

d�

�
s; zX;L.X/; zV

�
.X/

�³>
.X 0 �X/

³
D E

²
�

�
b.s; �/

ˇ̌̌̌ �
X;L.X/; V

��
X 0;L.X 0/; V 0

� �Dxb�s; X 0;L.X 0/; V 0�.X �X 0/
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� zE

�
Dy

db

d�

�
s;fX 0;L.X 0/; eV 0�.X 0/�.X �X 0/�>P 0

�

�
b.s; �/

ˇ̌̌̌ �
X;L.X/; V

��
X 0;L.X 0/; V 0

� �Dxb�s; X;L.X/; V �.X 0 �X/
� zE

�
Dy

db

d�

�
s; zX;L.X/; zV

�
.X/

�
.X 0 �X/

�>
P

�
�
Dxf

�
s; X 0;L.X 0/; V 0

�
�Dxf

�
s; X;L.X/; V

��>
.X 0 �X/

� zE

�
Dy

df

d�

�
s;fX 0;L.X 0/; eV 0�.X 0/�Dy df

d�

�
s; zX;L.X/; zV

�
.X/

�>
.X 0�X/

³
D E

´
�

�
b.s; �/

ˇ̌̌̌ �
X;L.X/; V

��
X 0;L.X 0/; V 0

� � �.Dxb;Dvb/�s; X 0;L.X 0/; V 0��  X �X 0
V � V 0

!

� zE

�
Dy

db

d�

�
s; X 0;L.X 0/; V 0

�
.fX 0/. zX �fX 0/��>P 0

�

�
b.s; �/

ˇ̌̌̌ �
X;L.X/; V

��
X 0;L.X 0/; V 0

� � �.Dxb;Dvb/�s; X;L.X/; V ��  X 0 �X
V 0 � V

!

� zE

�
Dy

db

d�

�
s; X;L.X/; V

�
. zX/.fX 0 � zX/��>P

�

" 
Dxf

Dvf

!
.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; V 0

��
X;L.X/; V

� #>  
X 0 �X

V 0 � V

!

� zE

��
Dy

df

d�

�
s;X 0;L.X 0/;V 0

�
.fX 0/�Dy df

d�

�
s;X;L.X/;V

�
. zX/

�>
.fX 0� zX/�µ:

Similar to (5.28), from (5.30) and Assumptions (B10) and (B2), we have

jP 0j � k
�
1C jX 0j CW2

�
L.X 0/; ı0

�
C jV 0j

�
:

Therefore, from Assumption (B10), we arrive with the following:

E

´
�

�
b.s; �/

ˇ̌̌̌ �
X;L.X/; V

��
X 0;L.X 0/; V 0

���.Dxb;Dvb/�s; X 0;L.X 0/; V 0�� X�X 0
V �V 0

!

� zE

�
Dy

db

d�

�
s;fX 0;L.X 0/; eV 0�.X 0/�.X �X 0/�>P 0µ

� kE
�
.Lxb C L

m
b /jX

0
�X j2 C LvbjV

0
� V j2

�
:

(5.32)
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In a similar fashion, we also have

E

´
�

�
b.s; �/

ˇ̌̌̌ �
X;L.X/; V

��
X 0;L.X 0/; V 0

�� �.Dxb;Dvb/�s; X;L.X/; V �� X 0�X
V 0�V

!

� zE

�
Dy

db

d�

�
s; zX;L.X/; zV

�
.X/

�
.X 0 �X/

�>
P

µ
� kE

�
.Lxb C L

m
b /jX

0
�X j2 C LvbjV

0
� V j2

�
:

(5.33)

Since f satisfies Assumption (B30), we know that

E

´
�

" 
Dxf

Dvf

!
.s; �/

ˇ̌̌̌ �
X 0;L.X 0/; V 0

��
X;L.X/; V

� #>  
X 0 �X

V 0 � V

!

�zE

��
Dy
df

d�

�
s;X 0;L.X 0/;V 0

�
.fX 0/�Dydf

d�

�
s;X;L.X/;V

�
. zX/

�>
.fX 0� zX/�µ

� �2�vkV
0
� V k22 � 2.�x C �m/kX

0
�Xk22:

(5.34)

Substituting (5.32)–(5.34) back into (5.31), we conclude with the following:

the left-hand side of (5.31)

� �2.�v � kL
v
b/kV

0
� V k22 � 2

�
�x C �m � k.L

x
b C L

m
b /
�
kX 0 �Xk22;

from which we know that Condition 2.1 (i) (a) is valid with ƒˇ D 2�v � 2kLvb and
�ˇ D 0. In a similar way, we can show that Condition 2.1 (i) (b) is also satisfied.
Therefore, as a consequence of Lemma 2.1, we obtain the well-posedness of FBSDEs
(5.23).

As an immediate consequence of Theorems 5.4 and 5.5, we obtain the following
solvability of the MFTC problem (1.4) with a generic b.

Corollary 5.6. Under assumptions in Theorem 5.5, the MFTC problem (1.4) has a
unique optimal control.
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