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Abstract. – A study of the linear quadratic (LQ) control problem on a finite-time interval for a
model equation in Hilbert spaces which comprehends the memory of the inputs was performed
recently by the authors. The outcome included a closed-loop representation of the unique optimal
control, along with the derivation of a related coupled system of three quadratic (operator)
equations which was shown to be well posed. Notably, in the absence of memory, the above
elements – namely, formula and system – reduce to the known feedback formula and single
differential Riccati equation, respectively. In this work, we take the next natural step and prove
the said results for a class of evolutions where the control operator is no longer bounded. These
findings appear to be the first ones of their kind; furthermore, they extend the classical theory of
the LQ problem and Riccati equations for parabolic partial differential equations.
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1. Introduction and main result

The question of attaining a full synthesis of the optimal solution in the finite-time
horizon optimal control problem with quadratic functionals for important classes
of linear partial differential equations (PDE) subject to boundary actions has been
extensively studied in the last forty-five years or so. Given that the unique (open-
loop) minimizer does exist, the actual sought-after goal is to attain a representation
of the optimal control in closed-loop form first of all, and then to identify the (linear,
bounded) operator that occurs in the feedback formula by solving uniquely a Riccati
equation – possibly for suitable subclasses of functionals only. For this reason, proving
the well-posedness of appropriate Riccati equations is a crucial step in the study of
the linear quadratic (LQ) problem for evolutionary PDE. Theoretical findings and
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significant PDE illustrations are provided by Lasiecka and Triggiani in [15,16] dealing
with parabolic-like and hyperbolic-like evolutions. The works [6, 7] (by Lasiecka and
these authors) along with [3] develop a theory suited to deal with a class of control
systems which encompasses distinct coupled systems comprising both parabolic and
hyperbolic PDE components (such as e.g. some which describe thermoelastic systems,
acoustic-structure, and fluid-structure interactions).

It is well known that diverse physical phenomena such as viscoelasticity or heat
conduction as well as the evolution of population dynamics may bring about model
equations where the presence of memory terms accounts for the influence of the past
values of one or more variables in play. Consider now a simple, albeit relevant, example
such as a linear heat equation with finite memory in a bounded domain � � Rd ,
supplemented with initial and boundary data, to wit,8̂̂<̂
:̂
wt .t; x/ D �w.t; x/C

R t
0
N.�/�w.t � �; x/d� in .0; T / �� DW QT ;

w.t; x/ D u.t; x/ on .0; T / � @� DW †T ;
w.0; x/ D w0.x/ in �:

At the outset, let us think of the function u D u.t; x/ as a given boundary datum.
Then, by using the renowned Fattorini–Balakrishnan method to attain an abstract
(re)formulation of the boundary value problem, one easily finds the integro-differential
equation

w0 D A.w �Du/C

Z t

0

N.�/A
�
w.t � �/ �Du.t � �/

�
d�; t 2 .0; T �

in the unknown w.t/ WD w.t; �/ and with u.t/ WD u.t; �/, where A is the realization of
the Laplacian � in L2.�/ with homogeneous Dirichlet boundary condition, while D
is the (so-called) Dirichlet mapping – namely, the map that associates with a boundary
datum its harmonic extension in the interior of the domain�. Setting B D �AD, thus
with

BWL2.@�/ �!
�
D.A�/

�0
an unbounded operator, one arrives at the integro-differential equation

(1.1) w0 D Aw C BuC

Z t

0

N.t � �/
�
Aw.�/C Bu.�/

�
d�; t 2 .0; T �I

see e.g. [19, Section 3.1]. It is apparent in (1.1) and is important to emphasise that the
very same operator control B pops up inside the convolution integral.

With the function u.t; x/ now interpreted as a boundary input on @�, allowed
to vary in an appropriate class of admissible controls, we note that the controlled
integro-differential equation (1.1) poses various technical challenges:



lq control of parabolic-like evolutions with memory of the inputs 169

• the realization A of the differential operator occurs in the convolution term (and yet
MacCamy’s trick may help to remove it),

• the control operator B is unbounded,
• (last but not least) the past values of both the dynamics variable w and the control
u influence the evolution.

When it comes to the LQ problem for evolution equations with memory, the con-
trolled integro-differential equation

(1.2) w0 D Aw C BuC

Z t

0

k.t � �/w.�/d�

(in a Hilbert space H ) has been the object of the first investigations; see the papers
[11, 21]. Note that – in comparison to (1.1) – the dynamics operator A is absent in the
integral term of (1.2), and in addition, the past values of the control are not involved.

The line of argument which is pursued by Da Prato and Ichikawa in [11] includes a
reformulation of the equation (1.2) as a system with infinite memory and the introduction
of a suitable augmented state space; then, semigroup methods provide the tools to deduce
the optimal synthesis via well-posed Riccati equations. It is important to emphasize,
however, that the operator A is constrained to be the generator of an analytic semigroup
in H in spite of the fact that the control operator B is assumed to be bounded (between
the proper spaces). Pritchard and You [21] consider an evolutionary process described
by a Volterra integral equation which encompasses (1.2); they attain a feedback law
where a certain operator is shown to solve a Fredholm integral equation.

With focus on a basic integro-differential equation in Rd (that is, (1.2) with AD 0),
the work [18] of Pandolfi infers a coupled system of three quadratic (matrix) equations
associated with the optimal control problem; solving it provides the matrices that occur
in the feedback formula in a univocal manner. This result has clarified a question not
fully figured out in [21], thus remaining open for more than two decades. A subsequent
extension to a more general class of control systems and to tracking-type functionals is
found in [20].

Spurred by the aforesaid more recent advances in a finite-dimensional context, in the
absence of that kind of results in the PDE literature and with various distinct technical
challenges to be tackled, the authors pursued a strategy where the difficulties are taken
one at a time. In a first work [4] on the very same model (1.2), we followed [18] for
the choice of the state space at time � 2 .0; T /, along with the variational approach to
the LQ problem recalled below, to achieve the optimal synthesis via certain quadratic
operator equations which are shown to be well posed, thereby extending to the PDE
realm and enhancing the findings of [18]. Subsequently, in [5], we focused on the LQ
problem for a control system where the memory of the control function u is brought
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into the picture, whereas the memory of w is neglected, that is,

(1.3) w0 D Aw C BuC

Z t

0

k.t � �/Bu.�/d�; t 2 .0; T �:

We note that in both [4, 5], it is assumed that B is a bounded operator; however, the
respective outcomes are distinct and the studies overcome specific technical hurdles.

In this article, we expand the reach of our work to deal with the latter model equation
in the case whenB is unbounded, whileA is the generator ofC0-semigroup in a Hilbert
space H , which in addition is analytic – these two features being consistent with the
full integro-differential equation (1.1) – and ascertain the findings of [5] in this more
complicated setting.

As we have done successfully in our recent works [4,5], we adapt to the problem at
hand the general line of argument carried out in the study of the LQ problem for relevant
classes of memoryless infinite-dimensional control systems that describe boundary
value problems for PDE [15,16]. The major steps of this path involve
• the existence of a unique minimizer (the open-loop optimal control),
• the optimality condition, which in particular brings about
• an operator P.t/ which enters the feedback formula Ou.t/ D �B�P.t/ Ow.t/ as well

as the optimal cost;
• whether P.t/ does solve the differential Riccati equation (RE) corresponding to the

optimal control problem, which establishes the property of existence for the RE;
then the key issue is

• uniqueness for the RE,

thereby achieving the closed-loop synthesis of the optimal control. The precise func-
tional analytic setting, the main results, and an outline of the paper are provided in the
next subsections.

We conclude this introductory part including some bibliographical references (the
list is by no means exhaustive). Suggested monographs are [19, 22, 23], along with the
references therein. Still in the context of optimal control for deterministic evolution
equations with memory, for more general frameworks than the LQ one for the controlled
dynamics and/or the functionals to be minimized – in particular, semilinear PDE and/or
non-quadratic costs – see [9, 10], where the optimal strategies are characterized via
first- and second-order optimality conditions, respectively. Although there does not
seem to be an overlapping with our present and earlier work, we point out the following
works pertaining to stochastic model equations: [1, 2, 8, 12, 13, 24, 25].

Due to space limitations, it is not possible to give an account of the various contri-
butions to the other great questions of control theory for integro-differential PDE such
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as reachability, controllability, unique continuation, observability and inverse problems
via Carleman estimates, stability, and uniform decay rates. We remark, however, that
most of the aforementioned studies concern PDE with infinite memory of the evolution,
which is not our case.

1.1. Setup

Consider the control system (1.3), supplemented with an initial condition w.0/ D
w02H ; the functionu.�/ – having a role of a control action – varies in U WDL2.0; T IU/.
The function spaces H and U , the operators A and B , and the kernel k are assumed to
satisfy the following properties.

Assumptions 1.1 (Abstract setup). Let H , U be separable complex Hilbert spaces. It
is assumed that

(A1) the linear operatorAWD.A/�H !H is the infinitesimal generator of a strongly
continuous semigroup ¹eAtºt�0 on H , which is also analytic; hence, the fractional
powers .�0 � A/˛ , ˛ 2 .0; 1/, are well defined for some �0 > 0;

(A2) the control operator B satisfies B 2 L.U; ŒD.A�/�0/, and

(1.4) 9
 2 .0; 1/W .�0 � A/
�
B 2 L.U;H /I

(A3) the kernel k.�/ satisfies k 2 L2.0; T IL.H //, along with the commutativity
property etAk D ketA.

Remark 1.2 (On the values �0 and 
 ). We will set �0 D 0 and denote the fractional
powers A˛ (in place of .�A/˛) throughout this work for simplicity. Furthermore, in
the sequel, focus will be placed on the values 
 > 1=2 of the parameter in (A2) of
Assumptions 1.1. On one side, the range .1=2; 1/ for the values of 
 brings about
a worse regularity of relevant functions/operators; and in addition, motivation for
the consideration of this range comes from the optimal boundary control of the heat
equation with memory and Dirichlet boundary input, for which we have 
 D 3=4C ",
" 2 .0; 1=4/ – besides, in fact, �0 D 0.

It is natural to introduce the concept of mild solution to the Cauchy problems
associated with the control system (1.3), namely, the one that corresponds to a given
initial datumw0 2H at the initial time t D 0 and to a control action u.�/ 2L2.0;T IU/,
which reads as

w.t/ D eAtw0 C

Z t

0

eA.t�q/Bu.q/dq

C

Z t

0

eA.t�q/
Z q

0

k.q � p/Bu.p/dp dq

(1.5)
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and whose regularity properties (in time and space) will be clarified combining
• the well-known regularity results pertaining to the (so-called) input-to-state map
Ls defined for any s 2 Œ0; T / by

LsWu.�/ 7�! .Lsu/.t/ D

Z t

s

eA.t�r/Bu.r/dr;(1.6)

as well as the ones for its adjoint

L�s Wf .�/ 7�! .L�s f /.t/ D

Z T

t

B�eA
�.��t/f .�/d�(1.7)

(see e.g. [7, Proposition 3.4] or Proposition A.1 at the end), which are both key in
the memoryless case, along with

• the regularity properties of the novel operator Hs (as well as Ks) brought about by
the memory, discussed and proved in the next section; see Proposition 2.3.

With the model equation (1.3) we associate the following quadratic functional over
a given (finite) time interval Œ0; T �:

J.u/ D JT .u;w0/ D

Z T

0

�

Cw.t/

2
H
C


u.t/

2

U

�
dt;(1.8)

where the weighting operator C simply satisfies

C 2 L.H /:(1.9)

The simplified notation J.u/ should be self-explanatory and will be used throughout.
The optimal control problem is formulated in the usual classical way.

Problem 1.3 (The optimal control problem). Given w0 2 H , seek a control function
Ou.�/D Ou.�; 0;w0/which minimizes the functional (1.8) overall u 2 L2.0;T IU/, where
w.�/ is the mild solution to (1.3) (given by (1.5)) corresponding to the control function
u.�/ and with initial datum w0 (at time 0).

1.2. Main results

A foundational point of our line of argument – known in the literature as the dynamic
programming approach, dating back to the work of Richard E. Bellman in the fifties –
is the embedding of the optimal control problem in a family of similar optimization
problems, depending on suitable parameters, here the initial time s 2 Œ0; T / – besides
the initial state, whose actual structure will be clarified below; see (1.10).
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Following an approach pursued e.g. in the works [4, 5, 18, 20], with the initial time
s allowed to vary in the interval Œ0; T /, we consider as initial data the elements

(1.10) X0 D

´
w0 s D 0;� w0
�.�/

�
0 < s < T;

where �.�/ is a given function in L2.0; T IU/; we accordingly define the state space as

(1.11) Ys WD

´
H s D 0;

H � L2.0; sIU/ 0 < s < T:

Consistently, the mild solution to the control system (1.3) supplemented with the
initial datum X0 (defined in (1.10)) at time s is rewritten as

(1.12) w.t/ D eA.t�s/w0 C
�
.Ls CHs/u

�
.t/CKs�.t/;

with the operators Ls , Hs , and Ks defined by

Lsu.t/ � .Lsu/.t/ D

Z t

s

eA.t�q/Bu.q/dq;(1.13a)

Hsu.t/ � .Hsu/.t/ D

Z t

s

eA.t��/
Z �

s

k.� � q/Bu.q/dq d�;(1.13b)

Ks�.t/ � .Ks�/.t/ D

Z t

s

eA.t��/
Z s

0

k.� � q/B�.q/dq d�

D

Z s

0

eA.t��/
Z t

s

k.� � q/B�.q/dq d�:

(1.13c)

By setting

(1.14) �.t; q; s/ WD

Z t

s

eA.t��/k.� � q/B d�; 0 � s � q � t < T;

the termsHsu.t/ and Ksu.t/ (in (1.13a) and (1.13c), respectively) are rewritten readily
and neatly as follows:

Hsu.t/ D

Z t

s

�.t; q; q/u.q/dq;(1.15)

Ks�.t/ D

Z s

0

�.t; q; s/�.q/dq:(1.16)

We introduce the family of functionals

(1.17) Js.u/ D JT;s.u;X0/ D

Z T

s

�

Cw.t/

2
H
C


u.t/

2

U

�
dt I

the relative optimal control problem is formulated in a natural way.
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Problem 1.4 (Parametric optimal control problem). Given X0 2 Ys , seek a control
function OuD Ou.�; s;X0/which minimizes the functional (1.17) overall u 2L2.s;T IU/,
wherew.�/ – given by (1.12) – is the solution to (1.3) corresponding to a control function
u.�/ and with initial datum X0 (at time s).

In the following result, we gather the principal findings of this work, namely, the
specific representation of the unique optimal control in closed-loop form, but also
that the three linear and bounded operators which occur in the said formula do solve
uniquely a system of coupled quadratic equations.

Theorem 1.5 (Main results). With reference to the optimal control problem (1.12)–
(1.17), under Assumptions 1.1 and hypothesis (1.9), the following statements are valid
for any s 2 Œ0; T /.

(S1) For each X0 2 Ys (X0 and Ys defined in (1.10) and (1.11), respectively), there
exists a unique optimal pair . Ou.�; s; X0/; Ow.�; s; X0// which satisfies

(1.18) Ou.�; s; X0/ 2 C
�
Œs; T �; U

�
; Ow.�; s; X0/ 2 C

�
Œs; T �;H

�
:

(S2) There exist three linear bounded operators, denoted by P0.s/, P1.s; p/, and
P2.s; p; q/ – defined in terms of the optimal evolution and of the data of the
problem (see expressions (3.13) and (3.14)) – such that the optimal cost is given
by

Js. Ou/ D
�
P0.s/w0; w0

�
H
C 2Re

Z s

0

�
P1.s; p/�.p/; w0

�
H
dp

C

Z s

0

Z s

0

�
P2.s; p; q/�.p/; �.q/

�
U
dp dq�

�
P.s/X0; X0

�
Ys
:

(1.19)

P0.s/ andP2.s;p;q/ are self-adjoint and non-negative operators in the respective
functional spaces H and L2.0; sIU/; in addition, it holds that

P2.s; p; q/ D P2.s; q; p/:

(S3) The optimal control admits the following representation:

Ou.t; s; X0/ D �
�
B�P0.t/C P1.t; t/

�
�
Ow.t; s; X0/

�

Z t

0

�
B�P1.t; p/C P2.t; p; t/

�
�.p/dp;

(1.20)

with

�.�/ D

´
�.�/ in Œ0; s/
Ou.�; s; X0/ in Œs; t/

and the operators Pi are given by the formulas (3.14) (originally, (3.13)), i 2
¹0; 1; 2º.
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(S4) The operators P0.t/, P1.t; p/, P2.t; p; q/ – as from (S3) – satisfy the following
coupled system of equations, for every t 2 Œ0; T /, p; q 2 Œ0; t �, and for any
x; y 2 D.A/, v; u 2 U :

8̂̂̂̂
ˆ̂̂̂̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂:

d
dt

�
P0.t/x; y

�
H
C
�
P0.t/x; Ay

�
H
C
�
Ax;P0.t/y

�
H
C .C �Cx; y/H

�
��
B�P0.t/C P1.t; t/

�
�
x;
�
B�P0.t/C P1.t; t/

�
�
y
�
U
D 0;

@
@t

�
P1.t; p/v; y

�
H
C
�
P1.t; p/v; Ay

�
H
C
�
k.t � p/Bv; P0.t/y

�
H

�
��
B�P1.t; p/C P2.t; p; t/

�
v;
�
B�P0.t/C P1.t; t/

�
�
y
�
U
D 0;

@
@t

�
P2.t; p; q/u; v

�
U
C
�
P1.t; p/u; k.t�q/Bv

�
H
C
�
k.t�p/Bu;P1.t; q/v

�
H

�
��
B�P1.t; p/C P2.t; p; t/

�
u;
�
B�P1.t; q/C P2.t; q; t/

�
v
�
U
D 0

(1.21)

with final conditions

(1.22) P0.T / D 0; P1.T; p/ D 0; P2.T; p; q/ D 0:

(S5) There exists a unique triplet .P0.t/; P1.t; p/; P2.t; p; q// that solves the coupled
system (1.21) and fulfils the final conditions (1.22), within the class of linear
bounded operators (in the respective spaces), the former and the latter being
self-adjoint and non-negative.

Remark 1.6. We remark at the outset that despite the fact that statements (S1)–(S5) of
Theorem 1.5 are the same as those in [5, Theorem 1, Section 1.1], additional technical
challenges are present and need to be overcome at several key steps of the respective
proofs, in view of the unboundedness of the control operator B .

1.3. An outline of the paper

The paper is organized as follows. In the next section, we pinpoint certain regularity
properties of the operators brought about by the memory and which occur in the
representation of the mild solutions to the control system. These preliminary results
allow us to accurately assess the regularity in time of the w-component of the state
variable (see Corollary 2.4); in addition, they are utilized in the study of the optimization
problem.

Section 3 focuses on the statements (S1), (S2), and (S3) of Theorem 1.5. In order
to prove (S1), our starting point is once again the optimality condition. We note here
that unlike the case when the control operator is bounded, the continuity in time of
the optimal solution Ou.�/ cannot be taken for granted; see Corollary 3.4. The three
operators Pi (i D 0; 1; 2) which are building blocks of the quadratic form representing
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the optimal cost are singled out in Proposition 3.6. A distinct reformulation of these
operators achieved in Lemma 3.7 is called for in order to ascertain that they actually
occur in a representation of the optimal control in closed-loop form, which eventually
will be (1.20).

The proof of the statements (S4) and (S5) of Theorem 1.5, namely, of the fact that
the operators Pi (i D 0; 1; 2) solve uniquely the coupled system of three quadratic
differential equations (1.21), is laid out in Section 4. In comparison with our earlier
work [5], the analysis needs to be supplemented with additional preliminary steps, as a
consequence of the unboundedness of the control operator B; see Proposition 3.8 and
Proposition 3.10 – the latter addressing the delicate issue of boundedness of the gain
operators – in turn based on the novel Lemmas 3.3 and 3.5.

A short appendix recalls a few instrumental results pertaining to the regularity of
the input-to-state map in the memoryless parabolic case, and to convolution integrals.

2. Prerequisite regularity results

Aiming at establishing the regularity of any mild solution (1.12) and since the regularity
of the map Ls is well known, we pinpoint in this section the regularity properties of the
operatorsHs , Ks (brought about by the memory) and the respective adjointsH�s , K�s .
We need to explore the one of �.t; q; s/ as well as to produce appropriate estimates
of certain differences, to accomplish this; the outcomes of this analysis are stated in
two separate Lemmas. (These are not trivial, due to the presence of the unbounded
operator B .)

Lemma 2.1. Let Assumptions 1.1 with 
 > 1
2

be valid, and let �.t; q; s/ be the operator
defined in (1.14). Then, with r D 2

2
�1
, we have for 0 � q � s � t � T

�.�; q; s/



Lr .s;T IL.U;H//
. kkkL2.0;T IL.H//;(2.1a) 

�.t; �; s/



Lr .0;sIL.U;H//
. kkkL2.0;T IL.H//;(2.1b)

q 7�!


�.t; q; q/



L.U;H/
2 Lr.s; T /;

with


�.t; �; �/



Lr .s;T IL.U;H//
. kkkL2.0;T IL.H//:

(2.1c)

Proof. In order to establish (2.1a), we rewrite �.t; q; s/ as

�.t; q; s/ D

Z t

s

A
eA.t��/k.� � q/ŒA�
B�d�;

which gives 

�.t; q; s/


L.U;H/

� C

Z t

s

1

.t � �/




k.� � q/


L.H/

d�
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for some positive constant C . Then, (2.1a) follows by using [14, Theorem 383]. Con-
cerning (2.1b), we writeZ s

0



�.t; q; s/

r
L.U;H/

dq .
Z s

0

� Z t

s

1

.t � �/




k.� � q/


L.H/

d�

�r
dq;

and setting p D � � q, � D s � q, we getZ s

0



�.t; q; s/

r
L.U;H/

dq .
Z s

0

� Z �Ct�s

�

1

.� C t � s � p/




k.p/


L.H/

dp

�r
d�:

Using again [14, Theorem 383], we conclude thatZ s

0



�.t; q; s/

r
L.U;H/

dq . kkkr
L2.0;T IL.H//

:

The estimate (2.1c) is shown in a similar way.

We now estimate the increments of �.t; q; s/ with respect to each variable.

Lemma 2.2. Let Assumptions 1.1 with 
 > 1
2

be valid, and let �.t; q; s/ be the operator
defined in (1.14). Then,

(i) for T � t � � � s,

(2.2)


�.t; �; s/ � �.�; �; s/



L2.0;sIL.U;H//
� C.t � �/� ; 0 < � < 1 � 
 I

(ii) for T > s � q � p,

(2.3)


�.�; q; s/ � �.�; p; s/



L2.s;T IL.U;H//

� C


k.�/ � k.� C q � p/



L2.0;T�qIL.U;H//
I

(iii) for T > s > � � q,

(2.4)


�.�; q; s/ � �.�; q; �/



L2.s;T IL.U;H//
� C.s � �/1�
 :

Proof. (i) For T � t � � � s � q, we write

�.t; q; s/ � �.�; q; s/

D

Z t

�

eA.t��/k.� � q/B d� C

Z �

s

� Z t��

���

AeAr dr

�
k.� � q/B d�

D

Z t

�

A
eA.t��/k.� � q/ŒA�
B�d�

C

Z �

s

� Z t��

���

A1C
eAr dr

�
k.� � q/ŒA�
B�d�;
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so 

�.t; q; s/ � �.�; q; s/


L.U;H/

� C

Z t

�

1

.t � �/




k.� � q/


L.H/

d�

C C

Z �

s

Z t��

���

dr

r1C




k.� � q/


L.H/

d�:

(2.5)

TheL2.0; sIL.U;H //-norm of the first term in the right-hand side of (2.5) is estimated
via the Hölder inequality, to find� Z t

�

1

.t � �/




k.� � q/


L.H/

d�

�2
� C.t � �/2.1�
/

Z t

�

1

.t � �/




k.� � q/

2
L.H/

d� I

thus, by [14, Theorem 383], we getZ s

0

� Z t

�

1

.t � �/




k.� � q/


L.H/

d�

�2
dq � C.t � �/2.1�
/kkk2

L2.0;T IH/
:

As for the second term in the right-hand side of (2.2), we have, for any � 2 .0; 1 � 
/,� Z �

s

Z t��

���

dr

r1C




k.� � q/


L.H/

d�

�2
�

� Z �

s

.t � �/�

.� � �/
C�



k.� � q/


L.H/

d�

�2
and we deduce as beforeZ s

0

� Z �

s

Z t��

���

dr

r1C




k.� � q/


L.H/

d�

�2
� C.t � �/2�kkk2

L2.0;T IH/
:

(ii) Similarly, for t � s > � � q,

�.t; q; s/ � �.t; q; �/ D �

Z �

s

A
eA.t�r/k.r � q/.A�
B/dr;

which yields

(2.6)


�.t; q; s/��.t; p; s/



L.U;H/
�C

Z t

s

1

.t � �/




k.��q/�k.��p/


L.H/

d� I

proceeding as above, we obtain the desired estimate.
(iii) For T � t � s � � � q, the estimate

(2.7)


�.t; q; s/ � �.t; q; �/



L.U;H/
� C

Z �

s

1

.t � r/




k.r � q/


L.H/

dr

holds true. The estimate for the L2.s; T IL.U;H //-norm of the right-hand side of
(2.7) is quite similar to the preceding ones; hence, we omit it.
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We now use the previous results to pinpoint the regularity of the maps brought
about by the memory.

Proposition 2.3. Let Assumptions 1.1 on the operators A, B , k.�/ hold true, with

 > 1

2
. Then, the following regularity results pertain to the operators Hs , Ks defined

by (1.13a) and (1.13c) and to their respective adjoints H�s , K�s :

Hs 2 L
�
L2.s; T IU/; C ˛

�
Œs; T �;H

��
;(2.8)

Ks 2 L
�
L2.0; sIU/; C ˛

�
Œ0; s�;H

��
;(2.9)

H�s 2 L
�
L2.s; T IH /; C

�
Œs; T �; U

��
;(2.10)

K�s 2 L
�
L2.0; sIH /; C

�
Œ0; s�; U

��
;(2.11)

for any ˛ < 1 � 
 .

Proof. (1) Starting from (1.15), with k 2 L2.0;T IL.H // and given u 2 L2.s; T IU/,
we have

Hsu.t/

H

�

Z t

s



�.t; q; q/


L.U;H/



u.q/


U
dq

�

�Z t

s



�.t; q; q/

2
L.U;H/

dq

�1=2�Z t

s



u.q/

2
U
dq

�1=2
� C

for some constant C > 0 as a consequence of the Hölder inequality, which proves
Hsu 2 L

1.0; T IH /. The above basic regularity can be actually enhanced: in order to
prove the claimed Hölder continuity property (2.8), we evaluate kHsu.t/�Hsu.�/kH
for given t; � � s � 0 as follows, using the estimate established in (2.6):

Hsu.t/ �Hsu.�/

H

�





 Z t

�

�.t; q; q/u.q/dq






H

C





 Z �

s

�
�.t; q; q/ � �.�; q; q/

�
u.q/dq






H

�


�.t; �; �/



Lr .�;t IL.U;H//
.t � �/1=2�1=rkukL2.s;T IU/

C c

Z �

s

Z �

q

.t � �/


.t � �/
 .� � �/




k.� � q/


L.H/



u.q/


U
d� dq

� c.t � �/1=2�1=rkkkL2.0;T IL.H//kukL2.s;T IU/

C c.t � �/˛
Z �

s

Z �

q

1

.� � �/
C˛



k.� � q/


L.H/



u.q/


U
d� dq„ ƒ‚ …

s2

;

(2.12)

where r D 2=.2
 � 1/ and ˛ 2 .0; 1� 
/. We move on with the estimate of the second
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summand s2 in the right-hand side, to find

s2 � c.t��/
˛

Z �

s

Z �

s



k.� � q/


L.H/



u.q/


U
dq

1

.� � �/
C˛
d�

� c.t��/˛
Z �

s

� Z �

s



k.��q/

2
L.H/

dq

�1=2
kukL2.s;T IU/

1

.���/
C˛
d�

� c.t��/˛kkkL2.0;T IL.H//kukL2.s;T IU/:

(2.13)

Once we have the estimate (2.13), we return to (2.12): thus, since 1=2 � 1=r D
1 � 
 while ˛ < 1 � 
 , we have min¹1=2 � 1=r; ˛º D ˛ which establishes Hsu 2
C ˛.Œs; T �;H / (for any ˛ < 1 � 
 ).

(2) Similarly, starting from (1.16), withk2L2.0;T IL.H // and given�2L2.0;sIU/,
we first find Ks�2L

1.0; sIH /. As before, the regularity can be actually improved to
the Hölder continuity: with ˛ < 1 � 
 , we get

Ks�.t/ �Ks�.�/




H

D





 Z s

0

�
�.t; q; s/ � �.�; q; s/

�
�.q/dq






H

� c

Z s

0

Z t

�

1

.t � �/




k.� � q/


L.H/



�.q/


U
d� dq

C c

Z s

0

Z �

s

.t � �/


.t � �/
 .� � �/




k.� � q/


L.H/



�.q/


U
d� dq

� c

Z t

�

1

.t � �/


Z s

0



k.� � q/


L.H/



�.q/


U
dq d�

C c

Z �

s

.t � �/˛

.� � �/
C˛

Z s

0



k.� � q/


L.H/



�.q/


U
dq d�

� c

Z t

�

1

.t � �/

d�kkkL2.0;T IL.H//k�kL2.0;sIU/

C c.t � �/˛
Z �

s

1

.� � �/
C˛
d�kkkL2.0;T IL.H//k�kL2.0;sIU/

� c
�
.t � �/1�
 C .t � �/˛

�
kkkL2.0;T IL.H//k�kL2.0;sIU/:

(2.14)

As ˛ < 1 � 
 , Ks� 2 C
˛.Œs; T �;H /.

(3) The adjoint operator ofHs is found computing – for any pair u.�/ 2 L2.s; T IU/
and z.�/ 2 L2.s; T IH / – the scalar product

.Hsu; z/L2.s;T IH/ D

Z T

s

�Z t

s

eA.t��/
Z �

s

k.� � q/Bu.q/dq d�; z.t/

�
H

dt

D

Z T

s

Z t

s

Z �

s

�
u.q/; B�k.� � q/�eA

�.t��/z.t/
�
U
dq d� dt I
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by using the Fubini–Tonelli theorem, we find

.Hsu; z/L2.s;T IH/ D

Z T

s

Z t

s

Z t

q

�
u.q/; B�k.� � q/�eA

�.t��/z.t/
�
U
d� dq dt

D

Z T

s

Z T

q

Z t

q

�
u.q/; B�k.� � q/�eA

�.t��/z.t/
�
U
d� dt dq

D

Z T

s

�
u.q/;

Z T

q

Z t

q

B�k.� � q/�eA
�.t��/z.t/d� dt

�
U

dq;

which establishes

H�s z.q/ D

Z T

q

Z t

q

B�k.� � q/�eA
�.t��/z.t/d� dt; q 2 Œs; T �:

Then, since owing to Assumptions 1.1 k� commutes with eA��, we get

H�s z.q/

U
� c

Z T

q

Z t

q



k.� � q/�


L.H/

1

.t � �/




z.t/


U
d� dt

D c

Z T

q

� Z t

q

1

.t � �/




k.� � q/�


L.H/

d�

�

z.t/


U
dt

� c

� Z T

q

� Z t

q

1

.t � �/




k.� � q/�


L.H/

d�

�2
dt

�1=2� Z T

q



z.t/

2
U
dt

�1=2
� ckkkL2.0;T IL.H//kzkL2.s;T IU/ 8q 2 Œs; T �;

where in the last estimate we used once again [14, Theorem 383]. This establishedH�s z 2
L1.s; T IU/. That this regularity (in time) can be enhanced to H�s z 2 C.Œs; T �IU/
can be shown in the absence of particular challenges and hence the proof is omitted.

(4) It is readily seen that

K�s �.q/ D

Z T

s

Z t

s

B�k.� � q/�eA
�.t��/�.t/d� dt; q 2 Œ0; s�;

so that

K�s �.q/



U

� c

�Z T

s

� Z t

s

1

.t � �/




k.� � q/�


L.H/

d�

�2
dt

�1=2�Z T

s



�.t/

2
H
dt

�1=2
� ckkkL2.0;T IL.H//k�kL2.0;sIU/ 8q 2 Œ0; s�

and K�s � 2 L
1.0; sIU/. As above, the L1-in time can be actually enhanced to C 0-in

time regularity; the proof is omitted.
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On the basis of the regularity results (2.8) and (2.9) pertaining to the operators Hs
and Ks , combined with the first of the memberships (A.1) for Ls , we see that the lower
regularity (in time) of Ls prevails.

Corollary 2.4. Let Assumptions 1.1 on the operatorsA,B , k.�/ hold true, with 
 > 1
2
.

Then, the mild solutionsw.�/ to the Cauchy problems associated with the control system
(1.3) that correspond to initial dataX0 (at initial time s 2 Œ0; T /) and control functions
u 2 L2.s; T IU/, given by (1.12), are such that

(2.15) w 2 L
2

2
�1 .s; T IH /:

3. Towards the feedback formula.
Proof of statements (S1), (S2), and (S3)

In this section, we retrace the major steps leading to the closed-loop representation of
the optimal control in its final form (1.20), which displays the very same building-blocks
Pi (i D 0; 1; 2) of the quadratic form which yields the optimal value of the functional
(see (1.19)), thereby establishing the statements (S2) and (S3) of Theorem 1.5. First,
we derive certain formulas for the optimal pair . Ou.t; s; X0/; Ow.t; s; X0//, which follow
from the optimality condition; these lead in particular to establish the statement (S1)
of Theorem 1.5. Owing to the unboundedness of the control operator B , there are
suitable regularity properties of the key operators  i and Zi , i D 1; 2 (involved in
these formulas), that will be needed later; thus, they are discussed and pinpointed here
in Lemma 3.3. Some of the proofs are essentially the same as the ones of analogous
results in [5, Section 2] instead: when it will be that case, they will be omitted.

3.1. The optimality condition

An easy computation provides a first rewriting of the cost functional; see also [5,
Section 2.1]. This is a very first standard step in the theory of the LQ problem in the
memoryless case, even in the presence of non-coercive functionals.

Lemma 3.1. We make reference to the optimal control problem (1.12)–(1.17), under
the standing Assumptions 1.1 and (1.9). Given X0 2 Ys , the optimal cost admits the
representation

(3.1) Js.u;X0/ D .MsX0; X0/Ys C 2Re.NsX0; u/L2.s;T IU/ C .ƒsu; u/L2.s;T IU/;

with

.MsX0; X0/Ys WD

Z T

s

�
C �CE.t; s/X0; E.t; s/X0

�
H
dt;

ŒNsX0�.�/ WD
�
.L�s CH

�
s /C

�CE.�; s/X0
�
.�/;

ƒs WD I C .L
�
s CH

�
s /C

�C.Ls CHs/;

(3.2)
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and where I denotes the identity operator in L2.s; T IU/, while we set

E.t; s/X0 WD e
A.t�s/w0 CKs�.t/:

The operator ƒs is boundedly invertible in L2.s; T IU/, with kƒ�1s k � 1 for all s.

Having introduced the operators Ms , Ns , ƒs above, the optimality condition

ƒs OuCNsX0 D 0

brings about the following result.

Proposition 3.2. We make reference to the optimal control problem (1.12)–(1.17),
under the standing Assumptions 1.1 and (1.9). Given X0 2 Ys , the unique optimal pair
. Ou.t; s; X0/; Ow.t; s; X0// admits the following representation:

(3.3)
Ou.t; s; X0/ D  1.t; s/w0 C

Z s

0

 2.t; p; s/�.p/dp;

Ow.t; s; X0/ D Z1.t; s/w0 C

Z s

0

Z2.t; p; s/�.p/dp;

where we have set

 1.t; s/ WD �
�
ƒ�1s .L

�
s CH

�
s /C

�CeA.��s/
�
.t/;(3.4)

 2.t; p; s/ WD �
�
ƒ�1s .L

�
s CH

�
s /C

�C�.�; p; s/
�
.t/;(3.5)

Z1.t; s/ WD e
A.t�s/

C
�
.Ls CHs/ 1.�; s/

�
.t/;(3.6)

Z2.t; p; s/ WD �.t; p; s/C
�
.Ls CHs/ 2.�; p; s/

�
.t/:(3.7)

In the following lemma, we pinpoint the regularity of the operators Z1.t; s/ and
Z2.t; p; s/ with respect to the first variable.

Lemma 3.3. Let Z1.t; s/ and Z2.t; p; s/ be the operators defined in (3.6) and (3.7),
respectively. Then, we have

(3.8) Z1.�; s/ 2 C
�
Œs; T �;L.H /

�
; Z2.�; p; s/ 2 L

2=.2
�1/
�
s; T IL.U;H /

�
:

Proof. From definition (3.6) of Z1, we see that its regularity strictly depends on the
one of  1.�; s/, so we discuss this one first. Starting from definition (3.4) of  1, we
recall the well-known property

L�s 2 L
�
L1

�
s; T IL.H /

�
; C
�
Œs; T �;L.U /

��
recorded in the appendix (see (A.3)), along with the regularity pertaining to H�s
established in Proposition 2.3 to infer  1.�; s/ 2 C.Œs; T �;L.U;H //. Then, in view of
Propositions A.1 and 2.3, the very same membership for Z1.�; s/ holds true.
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Similarly, we start from the definition of Z2.�; p; s/ and see that its regularity
is determined by the ones of �.�; p; s/ and of  2.�; p; s/. In this case, we combine
�.�;p; s/2L2=.2
�1/.s;T IL.U;H // – that is, the regularity result (2.1a) of Lemma 2.1
– with

 2.�; p; s/ 2

8̂̂<̂
:̂
L

2
4
�3

�
s; T IL.U;H /

�

 > 3=4;

Lq
�
s; t IL.U;H /

�
8q <1 
 D 3=4;

C
�
Œs; T �;L.U;H /

�

 < 3=4

– coming from (A.3) – to find that

.Ls CHs/ 2.�; p; s/ 2

8̂̂<̂
:̂
L

2
6
�5

�
s; T IL.U;H /

�

 > 5=6;

Lq
�
s; T IL.U;H /

�
8q <1 
 D 5=6;

C
�
Œs; T �;L.U;H /

�

 < 5=6:

The above shows that Z2.�; p; s/ inherits the very same regularity of �.�; p; s/, i.e.,
the latter membership in (3.8), thus concluding the proof.

In view of Lemma 3.3, we infer the statement (S1) of Theorem 1.5.

Corollary 3.4. Under the standing Assumptions 1.1 and (1.9), for every X0 2 Ys ,
we have the regularity in time of the optimal control Ou.t; s; X0/ and the component
Ow.t; s; X0/ asserted in (1.18).

Proof. We use the first of the representation formulas (3.3): as shown in the proof
of Lemma 3.3, we have  1.�; s/ 2 C.Œs; T �;L.U;H //; moreover, by (3.5) with � 2
.0; 1 � 
/,

Z2.t; �; s/ �Z2.�; �; s/

L2.0;sIL.U;H//

� C


�.t; �; s/ � �.�; �; s/



L2.0;sIL.U;H//

� C.t � �/� ;

which implies readily Ou.�; s; X0/ 2 C.Œs; T �; U /.
Next, using the basic relation (1.12), as well as (2.9), we immediately obtain

Ow.�; s; X0/ D e
A.��s/w0 C

�
.Ls CHs/ Ou.�; s; X0/

�
CKs� 2 C

�
Œs; T �;H

�
:

We need now appropriate estimates of the increments of Z1 and Z2 with respect to
their other variables.

Lemma 3.5. Let Z1.t; s/ and Z2.t; p; s/ be the operators defined in (3.6) and (3.7),
respectively. Then, we have for t � � � s

(3.9)


Z1.t; �/ �Z1.t; s/

L.H/

� !.� � s/I
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furthermore, for s � p > q,

(3.10)


Z2.�; p; s/ �Z2.�; q; s/

L2.s;T IL.U // � !.p � q/;

and for s > r � p,

(3.11)


Z2.�; p; s/ �Z2.�; p; r/

L2.s;T IL.U // � !.s � r/I

here, ! is a continuous, positive function on .0; T �, such that !.�/! 0 as � ! 0.

Proof. The proof of (3.9) is a straightforward consequence of definition (3.6) of Z1
and of the fact that all the operators involved in its definition clearly depend continuously
on s.

Concerning (3.10), starting from (3.7), for t � s � r � p, we have

Z2.t; p; s/ �Z2.t; q; s/

L2.s;T IL.U;H//

�


�.t; p; s/ � �.t; q; s/



L2.s;T IL.U;H//

C


�.Ls CHs/ƒ�1s .L�s CH�s /C �C ��.�; p; s/ � �.�; q; s/��

L2.s;T IL.U;H//

� C


�.�; p; s/ � �.�; q; s/



L2.s;T IL.U;H//
:

By (2.3), we establish (3.10).
To prove the estimate (3.11), we compute for t � s > r � p

Z2.t; p; s/ �Z2.t; p; r/ D
�
�.t; p; s/ � �.t; p; r/

�
C
�
.Ls CHs/ƒ

�1
s .L

�
s CH

�
s /C

�C�.�; p; s/
�
.t/

�
�
.Lr CHr/ƒ

�1
r .L

�
r CH

�
r /C

�C�.�; p; r/
�
.t/I

then, as L�s CH�s does not depend on s, we have

Z2.t; p; s/ �Z1.t; p; r/

L2.s;T IL.U;H//

�


�.�; p; s/ � �.�; p; r/



L2.s;T IL.U;H//

C


.Ls CHs/ƒ�1s .L�s CH�s /C �C ��.�; p; s/ � �.�; p; r/�

L2.s;T IL.U;H//

C


�.Ls CHs/ƒ�1s � .LrCHr/ƒ�1r �

.L�rCH
�
r /C

�C�.�; p; r/



L2.s;T IL.U;H//

DW s1 C s2 C s3:

The summand s1 is estimated by (2.4), while s2 can be bounded by a constant times s1;
thus, it remains to estimate the third summand s3, for which a further decomposition
leads to

s3 �


.Ls CHs/ƒ�1s Œƒr �ƒs�ƒ�1r .L�r CH�r /C �C�.�; p; r/

L2.s;T IL.U;H//

C


�.Ls CHs/ � .Lr CHr/�ƒ�1r .L�r CH�r /C �C�.�; p; r/

L2.s;T IL.U;H//

:
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It can be easily seen that the quantities in the right member behave all as !.s � r/,
with !.�/! 0 as � ! 0. This proves (3.11).

3.2. The optimal cost operators

This section is devoted to prove that a representation of the optimal control in closed-loop
form can be obtained, with gains that involve the very same linear bounded operators
that are building blocks of the optimal cost. The line of argument is essentially the one
pursued in [5, Section 2], whose trickier step was to develop different representations
for the operators that are displayed in the optimal cost; these allow us to identify the
presence of the optimal cost operators in a first feedback formula that follows from the
optimality condition (see Lemma 3.7 below).

Since B is unbounded, novel regularity results are called for: in particular, to give a
meaning to the gain operators. These are provided later in Propositions 3.8 and 3.10,
which in turn exploit the novel Lemmas 3.3 and 3.5.

We begin by providing a more precise and explicit formulation of the statement
(S2) of Theorem 1.5.

Proposition 3.6. We make reference to the optimal control problem (1.12)–(1.17),
under the standing Assumptions 1.1 and (1.9). Given Y0 2 Ys , the optimal cost is a
quadratic form in Ys , which reads as

Js. Ou/ D Js. Ou;X0/D
�
P0.s/w0; w0

�
H
C2Re

�Z s

0

P1.s; p/�.p/dp;w0

�
H

C

Z s

0

Z s

0

�
P2.s; p; q/�.p/; �.q/

�
U
dp dq;

(3.12)

where the three operators Pi , i D 0; 1; 2, are given by

P0.s/D

Z T

s

�
Z1.t; s/

�C �CZ1.t; s/C 1.t; s/
� 1.t; s/

�
dt;(3.13a)

P1.s; p/D

Z T

s

�
Z1.t; s/

�C �CZ2.t; p; s/C 1.t; s/
� 2.t; p; s/

�
dt;(3.13b)

P2.s; p; q/D

Z T

s

�
Z2.t; q; s/

�C �CZ2.t; p; s/C 2.t; q; s/
� 2.t; p; s/

�
dt:(3.13c)

The presence of the operators P0, P1, and P2 (defined by (3.13) and which are
building-blocks of the quadratic form (3.12)) is not immediately apparent in a first
formula for the optimal strategy that follows in a first step combining the optimality
condition with the transition properties of the optimal pair. Pinpointing this fact requires
that we deduce a suitable distinct representation of each operator Pi , i 2 ¹0; 1; 2º,
beforehand.
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Lemma 3.7. With the operators  1.t; s/ and  2.t; p; s/ defined in (3.4) and (3.5),
Z1.t; s/ and Z2.t; p; s/ defined in (3.6) and (3.7), respectively, then the optimal cost
operators Pi in (3.13) can be equivalently rewritten as follows, i 2 ¹0; 1; 2º:

P0.t/ D

Z T

t

eA
�.��t/C �CZ1.�; t/d�;(3.14a)

P1.t; p/ D

Z T

t

eA
�.��t/C �CZ2.�; p; t/d�;(3.14b)

P2.t; p; q/ D

Z T

t

�.�; q; t/�C �CZ2.�; p; t/d�:(3.14c)

Moreover, an additional (third) expression of P1.t; p/ holds true:

(3.15) P1.t; p/ D

Z T

t

Z1.�; t/
� C �C�.�; p; t/d�;

so that in particular

(3.16) P1.t; t/
�
D

Z T

t

�.�; t; t/� C �CZ1.�; t/d�:

In the following result, we pinpoint the continuity of the operators P0.t/, P1.t; p/,
and P2.t; p; q/ with respect to the various independent variables. The said regularity
allows us to consider the integrals of P0.t/, P1.r; r/, and P2.r; p; r/ as well as to use
the bounds kP0k1, kP1k1, and kP2k1.

Proposition 3.8. The optimal cost operators P0.t/ 2 L.H /, P1.t; p/ 2 L.U;H /,
P2.t; p; q/ 2 L.U / are continuous with respect to all the variables at hand.

Proof. (0) From the representation (3.14a) of P0, we immediately obtain

P0.t/x

H
�M

Z T

t

e!.��t/


Z1.�; t/x

H

d� � c


Z1.�; t /x

H

� ckxkH ;

so that

(3.17)


P0.t/

L.H/

� C; 0 � t � T:

An inspection of (3.14a) shows that in fact P0.�/ 2 C.Œ0; T �;L.H //.
(1) The formula (3.14b) for P1.t; p/ yields the estimates

P1.t; p/v

H

�M

Z T

t

e!.��t/


Z2.�; p; t/

L.U;H/

kvkU d�

�M

�Z T

t



Z2.�; p; t/

rL.U;H/
d�

�1=r�Z T

t

e!r
0.��t/d�

�1=r 0
kvkU

� ckvkU .e
!r 0.T�t/

� 1/1=r
0

; where r D
2

2
 � 1
; r 0 D

2

3 � 2

;
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with the latter implying

(3.18)


P1.t; p/

L.U;H/

� C; 0 � p � t � T:

More specifically, the asymptotic estimate

(3.19)


P1.t; p/

L.H/

� c!.T � t / with !.�/! 0, as � ! 0

holds true.
In order to prove continuity with respect to the first variable t , we compute for

t � � � p

P1.t; p/ � P1.�; p/ D

Z T

t

�
eA
�.��t/

� eA
�.���/

�
C �CZ2.�; p; t/d�

C

Z T

t

eA
�.���/C �C

�
Z2.�; p; t/ �Z2.�; p; �/

�
d�

C

Z T

t

eA
�.���/C �CZ2.�; p; �/d�:

By (3.11) and (3.8), we see that the increment P1.t; p/ � P1.�; p/ tends to 0 as
t � � ! 0.

As for the increment on the second independent variable, we see that

P1.t; p/ � P1.t; q/ D

Z T

t

eA
�.��t/C �C

�
Z2.�; p; t/ �Z2.�; q; t/

�
d�

so that in this case we use (3.10), to find kP1.t;p/�P1.t;q/kL.U;H/! 0 asp� q! 0.
(2) Starting from formula (3.14c) for P2.t; p; q/, we find immediately that

P2.t;p;q/

L.U /

�c

�Z T

t



�.�;q; t/

2
L.U;H/

d�

�1=2�Z T

t



Z2.�;p; t/

2L.U;H/
d�

�1=2
;

so that the uniform bound

(3.20)


P2.t; p; q/

L.U /

� C for t � q � p

holds true. Next, we evaluate (for t � � � p and � � q)

P2.t; p; q/ � P2.�; p; q/ D

Z T

t

�
�.�; q; t/� � �.�; q; �/�

�
C �CZ2.�; p; t/d�

C

Z T

t

�.�; q; �/�C �C
�
Z2.�; p; t/ �Z2.�; p; �/

�
d�

C

Z T

�

�.�; q; �/�C �CZ2.�; p; �/d�:
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By (2.1a) and (2.4), as well as (3.8) and (3.11), we deduce that

P2.t; p; q/ � P2.�; p; q/

L.U /
! 0 as t � � ! 0:

As for the increment on the second independent variable, we have

P2.t; p; q/ � P2.t; r; q/ D

Z T

t

�.�; q; t/�C �C
�
Z2.�; p; t/ �Z2.�; r; t/

�
d�

for t � p � r and t � q, and again by (2.1a) and (3.10), we find

P2.t; p; q/ � P2.t; r; q/

L.U /
! 0 as p � r ! 0:

Finally, for t � p and t � q � r , the increment on the third variable yields

P2.t; p; q/ � P2.t; p; r/ D

Z T

t

�
�.�; q; t/� � �.�; r; t/�

�
C �CZ2.�; p; t/d�;

whose L.U /-norm tends to 0, as q � r tends to 0, in view of (2.3) and (3.8).

3.3. Closed-loop optimal solution, the gain operators

The analysis performed in the preceding section constitutes the premise for the derivation
of the feedback formula (1.20), which expresses the optimal control at time t > s � 0
in terms of the dynamics – namely, the w-component of the state – (pointwise in time)
as well as of the past values of the optimal solution itself from s forward, up to time t .
The statement (S3) of Theorem 1.5 is explicitly recorded in the result that follows for
the reader’s convenience.

We emphasize that while the proof of Proposition 3.9 below is akin to the one that
led to show Proposition 1 in [5], the unboundedness of the control operator B raises
the technical issue here of whether the gain operators B�P0.t/ and B�P1.t; p/ are
defined also on elements of the respective functional spaces, and not just on the optimal
evolution. This question is answered positively at the end of the section; see the next
Proposition 3.10.

Proposition 3.9. Let Ou.t; sIX0/ be the optimal control for the minimization problem
(1.12)–(1.17), with initial state X0. Then, the optimal control Ou admits the following
representation:

Ou.t; s; X0/ D �
�
B�P0.t/C P1.t; t/

�
�
Ow.t; s; X0/

�

Z t

0

�
B�P1.t; p/C P2.t; p; t/

�
�.p/dp;
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with

�.�/ D

´
�.�/ in Œ0; s/;
Ou.�; s; X0/ in Œs; t/

and the operators Pi as in (3.14) (originally, in (3.13)), i 2 ¹0; 1; 2º.

Proposition 3.10. The (gain) operatorsB�P0.t/ andB�P1.t;p/ belong to the spaces
L.H / and L.H ; U /, respectively. Moreover, B�P0.�/ 2 C.Œ0; T �;L.H // and, for
s > p,

B�P1.�; p/ 2 L
�
�
s; T IL.H IU/

�
with �

8̂̂<̂
:̂
D

2
4
�3


 > 3=4;

< C1 
 D 3=4;

D C1 
 < 3=4:

Proof. Showing that the gain operator B�P0.t/ is bounded from H into U is pretty
straightforward (and also expected, as this result needs to be consistent with the memo-
ryless case): it suffices to write

B�P0.t/ D B
�.A�/�


Z T

t

A�


eA
�.��t/C �CZ1.�; t/d�

and recall that Z1.�; t / 2 C.Œt; T �;L.H // to find

B�P0.t/

L.H ;U /
� c

Z T

t

1

.� � t /




Z1.�; t /

L.H/
d� � c.T � t /1�




Z1.�; t /

L.H/
:

As for the gain B�P1.t; p/, first of all, we need to show that for any v 2 U , we
have P.t; p/v 2 D.B�/. Indeed, with z 2 D.B/, we see that�

P1.t; p/v; Bz
�

H
D

�Z T

t

eA
�.��t/C �CZ2.�; p; t/v d�; Bz

�
H

D

Z T

t

�
eA
�.��t/C �CZ2.�; p; t/v; Bz

�
H
d�

D

Z T

t

�
.B�A�

�

/ A�



eA
�.��t/C �CZ2.�; p; t/v; z

�
U
d�

which yields�
P1.t; p/v; Bz

�
H
� c

Z T

t

1

.� � t /




Z2.�; p; t/v

H
d�kzkU

so that 

B�P1.t; p/v

H
� c

Z T

t

1

.� � t /




Z2.�; p; t/v

H
d�:



lq control of parabolic-like evolutions with memory of the inputs 191

Thus, since (by (3.8))Z2.�; p; t/ 2 Lr.t; T IL.U;H // with r D 2=.2
 � 1/, it follows
that

(3.21) B�P1.�; p/v 2 L
�.t; T IU/; with �

8̂̂<̂
:̂
D

2
4
�3


 > 3
4
;

< C1 
 D 3
4
;

D C1 
 < 3
4
;

along with 

B�P1.�; p/v

L�.t;T IU/ � c

Z2.�; p; t/v

Lr .t;T IH/
� ckvkU

for every t > p.

4. Well-posedness for the coupled system of quadratic
operator equations. Proofs of the statements (S4)–(S5)

This section deals with the issue of the unique determination of the triplet of operators
which enter the feedback representation (1.20) of the optimal control. This is a key step
to achieve the optimal synthesis. Showing that the operators P0.t/, P1.t; p/, P1.t; p/�,
P2.t; p; q/ do solve a certain coupled system of quadratic (operator) equations cor-
responding to the optimal control problem on Œs; T �, that is, (1.21), establishes the
property of existence for the system (1.21). The next and final step is to prove the
property of uniqueness for the solutions to (1.21), thus confirming its well-posedness.

Existence. For the proof of existence, we omit the details and instead refer the reader
to the necessarily long computations in [5, Section 2] (cf. the proof of statement (S5)),
which are equally valid here. We limit ourselves to state explictly a result which plays
a primary role in the computation of the derivatives of P0, P1, and P2.

Lemma 4.1. Let 1.p; t/, 2.r;p; t/,Z1.p;�/,Z2.�;p; t/ be the operators defined in
(3.4), (3.5), (3.6), and (3.7), respectively. If x 2D.A/ and v 2 U , then the derivatives
@t 1.p; t/x, @t 2.r; p; t/v, @tZ1.p; �/x, @tZ2.�; p; t/v exist, with

@tZ1.�; t/x D �e
A.��t/Ax C

�
.Lt CHt /@t 1.�; t /x

�
.�/

�
�
eA.��t/B C �.�; t; t/

�
 1.t; t/x 2 L

1

C" .t; T IH /;

(4.1a)

@tZ2.�; p; t/v D �e
A.��t/k.t � p/Bv C

�
.Lt CHt /@t 2.�; p; t/v

�
.�/

�
�
eA.��t/B C �.�; p; t/

�
 2.�; p; t/v 2 L

1

C" .t; T IH /;

(4.1b)

where

@t 1.p; t/x D ƒ
�1
t

�
.L�t CH

�
t /C

�C
��
eA.��t/B C �.�; t; t /

��
 1.t; t/x

C eA.��t/Ax
�
.p/ 2 Lr.t; T IU/;

(4.2a)
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@t 2.r; p; t/v D ƒ
�1
t

�
.L�t CH

�
t /C

�C
��
eA.��t/B C �.�; t; t /

��
 2.t; p; t/v

C eA.��t/k.t � p/Bv
�
.r/ 2 Lr.t; T IU/

(4.2b)

with " 2 .0; 1 � 
/ and for r D 2
2
�1

.

With the representations (3.14) of P0.t/, P1.t; p/, P2.t; p; q/ as a starting point,
using the expressions (4.1) and (4.2) stated in Lemma 4.1 – along with the memberships
therein – we can compute the derivatives of .P0.t/x; y/H , .P1.t; p/v; y/H , and
.P2.t; p; q/u; v/U , with x; y 2 D.A/ and u; v 2 U , thereby attaining the differential
system (1.21).

Uniqueness. To confirm the property of uniqueness, we follow the line of argument
pursued in [5, Theorem 4.1]. We rewrite the differential system (1.21) solved by P0.t/,
P1.t; p/, and P2.t; p; q/ as a matrix (operator) differential equation, that is,

d

dt
P.t/ D �Q � P.t/

�
ACK1.t/

�
�
�
A� CK2.t/

�
P.t/

C P.t/	1;tB	2;tP.t/;

(4.3)

supplemented with the final condition P.T / D 0, having set

(4.4) P.t/ D

 
P0.t/ P1.t; �/

P1.t; W/
� P2.t; �; W/

!
and

Q D

 
C �C 0

0 0

!
; K1.r/ D

 
0 k.r � �/

0 0

!
; K2.r/ D

 
0 0

k.r� W/� 0

!
;

	1;r D

 
I 0

0 �¹rº.�/

!
; 	2;r D

 
I 0

0 �¹rº.W/

!
; B D

 
BB� B

B� I

!
:

The differential equation (4.3) in Ys can be equivalently written in its integral form

(4.5) P.t/ D

Z T

t

eA�.r�t/
�
QC P.r/K1.r/CK2.r/P.r/

� P.r/	1;rB	2;rP.r/
�
eA.r�t/ dr;

having introduced the C0-semigroup

eAs
D

 
eAs 0

0 I

!
; s � 0:
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We know that P.t/ defined by (4.4) is a solution to (4.5), so let us assume thatQ.t/
is another solution: setting

V.t/ D P.t/ �Q.t/

D

 
P0.t/ �Q0.t/ P1.t; �/ �Q1.t; �/

P1.t; W/
� �Q1.t; W/

� P2.t; �; W/ �Q2.t; �; W/

!
D

 
V0.t/ V1.t; �/

V1.t; W/
� V2.t; �; W/

!
;

we see that V.t/ solves the integral equation

(4.6) V.t/ D

Z T

t

eA�.r�t/
�
V.r/K1.r/CK2.r/V .r/

� V.r/	1;rB	2;rP.r/ �Q.r/I1;rBI2;rV.r/
�
eA.r�t/ dr:

Take now s 2 Œ0; T /. Our goal in what follows is to produce an a priori estimate
for the quantity

kV0kL1.s;T IL.H//CkB
�V0kL1.s;T IL.H ;U //C sup

p2Œ0;t�I t2Œs;T �



V1.t; p/

L.H/

C sup
p;q2Œ0;t�I t2Œs;T �



V2.�;p; q/

L.U /
C sup
p2Œ0;t�I t2Œs;T �



B�V1.�;p/

L2.t;T IL.H ;U //
;

(4.7)

which will be simply indicated as

A.s/ WD kV0k1;s C kB
�V0k1;s C kV1k1;s C kV2k1;s C



B�V1.�; p/

2;s:
We also recall that by (3.21) we know that B�P1.�; p/ and B�Q1.�; p/ belong to
Lr.s; T IL.H ; U //, r D 2

4
�3
.

The four (scalar) integral equations to which (4.6) is equivalent allow us to establish
the following a priori estimates (with t 2 Œs; T � and p; q 2 Œ0; t �):

V0.t/

L.H/

� C

Z T

t

�

B�V0.�/

L.H ;U /
C


V1.�; �/

L.H/

�
d�

� C.T � s/
�
kB�V0k1;s C kV1k1;s

�
I

B�V0.t/

L.H ;U /

� C

Z T

t

1

.� � t /


�

B�V0.�/

L.H ;U /
C


V1.�; �/

L.H /

�
d�

� C.T � s/1�

�
kB�V0k1;s C kV1k1;s

�
I

V1.t; p/

L.H/

� C

Z T

t

®

k.� � p/


L.H/

kV0k1;s

C
�
kB�V0k1;s C kV1k1;s

�

B�P1.�; p/

L.H ;U /

C


B�V1.�; p/

L.H ;U /

C kV2k1;s
¯
d�

� C.T � s/
1
2

�
kV0k1;sCkB

�V0k1;sCkV1k1;sCkB
�V1k2;s

�
C C.T � s/kV2k1;sI
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V2.t; p; q/

L.U /

� C

Z T

t

®�

k.� � p/


L.H/

C


k.� � q/



L.H/

�
kV1k1;s

C
�

B�V1.�; q/

L.H ;U /

C kV2k1;s
��

B�P1.�; p/

L.H ;U /

C C
�

C
�

B�V1.�; p/

L.H ;U /

C kV2k1;s
��

B�Q1.�; q/

L.H ;U /

C C
�¯
d�

� C.T � s/
1
2

�
kV1k1;s C kV2k1;s C kB

�V1k2;s
�
I

B�V1.�; p/

L2.t;T IL.H ;U //

�CkV0k1;s





 Z T

�

1

.� � �/




k.� � p/


L.H/

d�






L2.t;T /

C
�
kB�V0k1;sCkV1k1;s

�



 Z T

�

1

.���/


�

B�P1.�; p/

L.H ;U /
CC

�
d�






L2.t;T /

C





 Z T

�

1

.� � �/


�

B�V1.�; p/

L.H ;U /
C kV2k1;s

�
d�






L2.t;T /

�C.T � s/1�

�
kV0k1;s C kB

�V0k1;s C kV1k1;s C kB
�V1k2;s C kV2k1;s

�
:

Thus, we return to (4.7) taking into account the five estimates above, to find

A.s/ � C.T � s/1�
A.s/:

Then, if T � s is sufficiently small, say T � s < t0, we get A.�/ D 0 in ŒT � t0; T �.
Repeating the above argument in Œs; T � t0�, we obtain A.�/ D 0 in ŒT � 2t0; T �.
In a finite number of steps, we obtain A.�/ D 0 in Œs; T �; by definition, this means
V.t/ D P.t/ �Q.t/ D 0 in Œs; T �. Since s was arbitrary, we deduce P � Q; namely,
the solution to the equation (4.6) is unique.

Appendix: A few instrumental results

In this appendix, we recall a few regularity results which are used in the paper. These
include results pertaining to the (time and space) regularity of the mapping Ls and of
its adjoint L�s defined in (1.6) and (1.7), respectively; these are established outcomes in
the context of memoryless control systems of the form y0 D Ay C Bu under the first
two of Assumptions 1.1 (a pattern which is consistent with parabolic-like dynamics
subject to boundary data/actions). Lastly, we record a more basic result pertaining to
convolutions.

The first result can be found in [15, Vol. I].
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Proposition A.1. Let Ls and L�s be the maps defined by (1.6) and (1.7), respectively.
Then,
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continuously, and more generally
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For the adjoint operator, we have
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The next lemma is the classical Young inequality for convolutions, whose proof is
found e.g. in [17, Theorem 4.2, p. 98].

Lemma A.2. Let f 2 Lp.0; T � s/ and g 2 Lq.s; T /, with 1
p
C

1
q
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convolution f � g defined by
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