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Mod £ gamma factors and a converse theorem for finite
general linear groups
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Abstract. The local converse theorem for Rankin—Selberg gamma factors of GL2 (IF4) proved by
Piatetski-Shapiro over C no longer holds after reduction modulo £ # p. To remedy this, we construct
new GL; x GLjy, gamma factors valued in arbitrary Z[1/ p, {,]-algebras for Whittaker-type repre-
sentations, show that they satisfy a functional equation, and then prove a GL,, x GL,—1 converse
theorem for irreducible cuspidal representations. In the GL, x GL1 case, we define an alternative
“new” gamma factor, which takes values in k and satisfies a converse theorem that matches the
converse theorem in characteristic 0.

1. Introduction

Let I, be a finite field of order g and characteristic p, and let £ be a prime different from p.
In the £-modular representation theory of finite groups such as GL, (IF;), the importance
of tools such as Brauer theory and Deligne—Lusztig varieties is well established [5, 6]. In
this paper, we investigate a different tool, inspired by a construction in the local Langlands
program for p-adic groups: gamma factors. While gamma factors first arose in the context
of complex representations, they have been fruitful in studying £-modular representations
of GL,(¥), where ¥ is a p-adic field with residue field I, [9,17].

Fix a non-trivial character y: F, — C*. Complex Rankin-Selberg gamma factors
y(r x 7/, ) € C* have been studied for pairs 7, 7’ where 7 is a complex representation
of GL, (F,), 7’ is a complex representation of GL,(F;), and both 7 and 7" are assumed
to be irreducible and -generic [18,20,21,24,32-34]. In this context, there are converse
theorems inspired by the p-adic setting, which describe sets of 7’ such that y(z x 7/, ¥)
uniquely determine 7.

Let k be an algebraically closed field of characteristic £ or 0. Our main result is a
converse theorem for irreducible cuspidal k-representations. It uses a gamma factor valued
in certain finite-dimensional local k-algebras instead of k itself.
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Definition 1. For an irreducible generic k-representation 7" of GL,, (F,) with projective
cover P(r'), let R(n') := EndgcL,, (F,)] (P (7). Define the gamma factor

Y xa', )= )/((T[ Rk R(n’)) x P(n'),¥) € R(z)*.

These R(x’)*-valued gamma factors are defined by a functional equation, see Theo-
rem 3. We show that they satisfy the following theorem.

Theorem 2. Let wry and my be irreducible cuspidal k-representations of GL, (Fy). If

)7(7[1 X T[/’ W) = )7(7[2 X TH» 1//)
for all irreducible generic k-representations nt' of GL,—1(Fy), then 7w, = m».

We can also use the functional equation of Theorem 3 to define a simpler, “naive”
gamma factor y(m x 7', ¥) without reference to exotic k-algebras (this is implicit in
the use of the notation “y” in Definition 1). Irreducible cuspidal representations in char-
acteristic £ arise via reduction mod £ of integral lattices in representations defined over
Q [30, Section III.2.2], and the gamma factor y (; x 7/, v) is simply the reduction mod £
of the associated gamma factor in Z* (see Corollary 3.1.4, below). When £ } #GL,, Fy),
the representation theory of GL, (IF;) over k is essentially no different than the complex
setting: we have P(n’) = n/, so y(w x n’,¥) = y(z x ', ), and Theorem 2 shows
y(7w x 7', ) satisfies a converse theorem. However, when £|# GL, (IF,), the naive gamma
factor y (7 x 7', ) fails to satisfy the converse theorem in several examples when n = 2.

Using SAGE computations (Appendix A), we found that the converse theorem for
GL,(F,) fails when (£, q) = (2,5), (2,17), (3.7), (3, 19), (5, 11), (11, 23), (23, 47),
(29, 59), though we verified it for all other pairs (£,q) with£ <11 and g = p <23.1In
all counterexamples we found, ¢ has the form 2% + 1, and we conjecture these are the
only cases in which it can fail. The point of failure in the classical proof of the converse
theorem is the failure of so-called “L2-completeness” of the Whittaker space; this was
observed in the p-adic setting in [17].

In light of these counterexamples, Theorem 2 provides an answer to the natural ques-
tion of how to uniformly construct a “new” gamma factor for all £ £ p that satisfies a
converse theorem in general and returns the classical gamma factor when £ { # GL, (IF).
In Appendix B we compute the new gamma factors in the case n = 2, (£, q) = (2,5) and
use the computation to illustrate Theorem 2 in this case.

The key to proving Theorem 2 is the observation that one can recover L2-completeness
of Whittaker models if one is allowed to pair with R(r’)-valued Whittaker functions of
projective envelopes P(x’) as 7’ varies over generic irreducibles (see Section 4.5). In
order to make use of the classical arguments usually used to prove converse theorems,
it remains to extend the functional equation defining y (7 x 7', ¥) to rings of the form
R(7’). In fact, we generalize it to arbitrary Z[1/ p, {,]-algebras A where &, is a primitive
p-th root of unity and 77, " are Whittaker-type representations of GL, (F,) and GL,, (F,)
on A-modules. Unlike the p-adic setting, there are some 7’ that are “exceptional” for 7
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and for which the functional equation may fail; we use Bernstein—Zelevinsky derivatives
to precisely describe these exceptional 7", Our construction of the gamma factor is com-
patible with extensions of scalars along ring homomorphisms A — A’, returns the gamma
factor of Definition | when A = R(x’), and returns the classical gamma factors when
A=C.

Bernstein and Zelevinsky developed a theory of “derivatives” for complex representa-
tions of GL, (¥) [3] with respect to a fixed additive character ¢ on ¥ . Fixing ¥:F; —
Z[%, ¢p]*, Vignéras observed that derivatives work equally well for GL,, (F,)-representa-
tions on A-modules. If 7 is an A[GL, (F,)]-module its “i-th derivative” 79 is a represen-
tation of GL,,—; (FF;), and the restriction 7| p, to the mirabolic subgroup P, (matrices with
bottom row (0, ..., 0, 1)) is glued from 7, ..., 7 in a simple way. The top derivative
7™ is equivalent to the (N, 1)-coinvariants, where N, is the unipotent upper triangular
subgroup, to which ' is extended in a natural way. Thus (7 ™)V is the space of Whittaker
models of , by Frobenius reciprocity. The starting point of our construction is to restrict
our attention to 77 of Whittaker type, meaning 7™ (and hence (7 ™)V) is free of rank one
over A, which generalizes the “irreducible generic” hypothesis ubiquitous in the 4 = C
case. In particular, this allows one to speak of the Whittaker model 'W(rr,v4) C Indg Y4,
where Y4 = ¢ ®Z[%,§p] A.

Define an A[GL,(IF4)]-module 7’ to be exceptional for r if there exists k = 1,...,m
such that

Homy(gr, 7)) (W, va) "= (W', y;H™=)Y) £ 0.

We obtain a functional equation that is more general when specializing to kK = C than
any appearing in the literature because 7 need not be cuspidal, nor even irreducible. This
gives a construction of gamma factors of which Definition 1 is a special case.

Theorem 3. Suppose m and 7’ are Whittaker type A[GL,,(F,)]- and A[GL,,(F,)]-modules,
respectively, and 7' is not exceptional for 7. There exists a unique element y(w X 7', )
of A* such that

(X w(; ) ww)peca

X€Nu\Gm
0 1 0
= Y Y0 W0 0 Lima | W) (LD
XENm\GmyeMm,nfmfl X 0 y

forall W € W(V, ), W' e WV, 4.

When A = k is a field, an irreducible representation = of GL,(F,) is cuspidal if
and only if 7 is its only non-zero derivative, in which case there are no exceptional
representations 7r’. The functional equation in Theorem 3 is known to fail when the non-
exceptional hypothesis for 7’ is removed by [21, Theorem 3.1].
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In Appendix C, we propose an alternative “new gamma factor” forn =2 and m =1, de-
fined over the base field k, which also specializes to the classical one for £ { # GL, (IF,) but
without involving Artinian local k-algebras. Remarkably, it also satisfies a functional equa-
tion and converse theorem for cuspidals. This method shares some similarities with [31],
including the fact that it does not appear to generalize beyond n = 2.

1.1. Future directions

1.1.1. Macdonald correspondence in families. In [15], Macdonald established an ana-
logue of the local Langlands correspondence for GL, (F,). If ¥ is a non-archimedean
local field with residue field I, it can be formulated as a bijection between complex irre-
ducible representations of GL, (IF;) and tame inertial classes of complex representations
of the Weil group of ¥ . This bijection preserves gamma factors, which (following [25])
Macdonald defined analogously to the Godement—Jacquet factors for representations of
GL, (¥). Later, Vignéras found a similar but more subtle bijection in the mod £ setting
[29, Section 3], but she did not consider gamma factors. More recently, a local Lang-
lands correspondence “in families” has been established for GL, (F,). If O is a complete
discrete valuation ring with residue field Fy, it takes the form of an isomorphism of com-
mutative rings
By = Endo(cL, ®,)] (Ind]G\,t” o) Vo).

where By , is the ring of functions on a natural moduli space of tame {-adically contin-
uous (-valued inertial classes, and ¥g: N,, — O™ is a non-degenerate character on the
unipotent upper triangular subgroup N,. The first approach to proving the existence of
such an isomorphism was to deduce it as a consequence of the local Langlands corre-
spondence in families for GL, (¥) [8, 9] (see also [23]) which, in turn, requires gamma
factors, converse theorems, and the classical local Langlands correspondence for GL, (¥),
as an input. More recently, Li and Shotton found a remarkable second proof of “finite
fields local Langlands in families,” which works for any reductive group G(IF;) whose
dual group has simply connected derived subgroup. Their proof uses purely finite fields
methods [13, 14], but they do not consider gamma factors. The present paper is a first
step toward understanding how Rankin—Selberg gamma factors for GL, () fit into the
£-modular correspondence and the families correspondence.

In future work, the authors plan to apply the converse theorems proved here to address
the question of whether the Macdonald bijection and its mod ¢ analogue are the unique
sequence of bijections (one for each n) matching the Rankin—Selberg gamma factors
y(r x 7', ¥) defined here with Deligne’s g¢ factors of the tensor product of the cor-
responding inertial classes of Wg -representations. To show the local Langlands corre-
spondence for GL, (F,) in families preserves our new gamma factors (and is uniquely
characterized by this property), one would need to establish a compatibility between
Curtis homomorphisms, which were used in [8, 14] to construct the local Langlands in
families, and the Rankin—Selberg gamma factors. It seems a multiplicativity property for
our gamma factors would be needed here.
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1.1.2. Converse theorem for generic irreducibles. Our proof of Theorem 2 only works
for irreducible cuspidals because such representations = have no exceptional representa-
tions 7z’. When 7’ is exceptional for 7, the gamma factor y(;r X 7/, ) can no longer be
defined using a functional equation, but in the complex setting it is traditionally defined
using Bessel vectors [18,21]. Recently, Soudry and Zelingher [24] proved a multiplica-
tivity property for y(z x 7/, ) thus defined, and used it to deduce a converse theorem
applying to all irreducible generic representations 5. In future work we plan to investigate
the question of whether this remains true in the mod ¢ setting, either by establishing a
generalization of the Bessel vector construction and the multiplicativity property to char-
acteristic £ > 0, or by using the functional equation even while excluding exceptional 7.

1.1.3. Jacquet’s conjecture in the mod £ setting. In the complex setting, it has been
proved that 7 is characterized by gamma factors y(mw x 7/, ¥) where ' ranges over
irreducible generic representations of GL,, (IF;) form = 1,..., 5| ([18] for irreducible
cuspidal mr, and [24] in general). It is natural to ask whether our Theorem 2 remains true
with m < | 3 ]; the answer is probably yes (cf. [17] in the p-adic setting), but we do not to
address this here.

2. Preliminaries
In this section, we collect some basic facts about the representation theory of GL,, (F,).

2.1. Subgroups of GL,(F,;)

Let p be a prime, g be a power of p, and [, be the field with ¢ elements. For n a positive
integer, let
G, == GL,(Fy).

Denote by Maty,, m, (F;) the vector space of m; x m, matrices over F,. The mirabolic
subgroup of G,, is

P, = {(ﬁ )1}) €Gn:g€Gy, y€ Matn—l,l(]Fq)},

with unipotent radical

I, —
U, := {( nol )1}) Yy € Matn_l,l(IFq)} < Py,

so that P, = U, x G,—1. We also denote
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the subgroup of unipotent upper-triangular matrices in G,. We consider a sequence of
subgroups interpolating between U, and N,: for =1 <m < n — 1, define

L =z
Upi = { ( "Ok y) iz eMat, ;x(Fy), y € Nk}.

Note that
In = Un,Oa Un = Un,l» Nn = Un,n—l = Un,n~

2.2. Representations

Let G be a finite group. In this article, our coefficient rings R will always be assumed
to be algebras over Z[%, {p]. Let Repp(G) denote the category of R-linear representa-
tions, or, equivalently, of R[G]-modules. An object of Repg(G) is denoted variously as
an R[G]-module V, as a pair (s, V') where V is an R-module and 7: G — Autg(V)
is a homomorphism, or simply as = when the R-module V is clear from context. We
warn the reader that we will often use the letter V' to denote an R[G]-module, even if V'
is not necessarily free as an R-module. If H < G is a subgroup, the induction functor
Indg: Repr(H) — Repg(G) sends (r, V) to the representation

Ind§ (7)) = {f:G - V: f(hg) =n(h) f(g). h € H},

with its natural left G-action by right multiplication on G. Frobenius reciprocity is the
statement that induction is a left-adjoint to restriction: given p € Reppr(H) and 7 €
RepR (G)7
Homg(Inde p, ) = Homg (p, w|g).
The group ring R[G] is equipped with a natural left H-action, which makes Indg ()
naturally isomorphic to Homgg](R[G], ) as left R[G]-modules, which some authors
call “coinduction”. However the distinction is unimportant because of the isomorphism
given by
R[G] Qg © — Ind§ (1)
Qv+ fy,
where v is an element in the space of 7 and f;, is the function supported on H such that
fv(h) = w(h)v, h € H. In particular, induction is also a right adjoint to restriction.

If N < G is a subgroup such that | N | is invertible in R, and ¥: N — R* is a character,
we define a projector to the submodule 7% of elements on which N acts via ¥:

T —)]‘[N’W

v |N|7! Z v(n) tr(n)v.

neN

2.1

The kernel of this projector equals the submodule V (N, ¥) generated by {7 (n)v — ¥ (n)v :
neN, ve V), son™¥ is canonically isomorphic to the (N, v)-coinvariants TNy =

V/V(N.¥).
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Since induction is isomorphic to coinduction for representations of finite groups H <G,
(Indg o)V =~ Ind[G{ o by Frobenius reciprocity. We use this to show that the dual of the
(N, ¥)-coinvariants is the (N, ¥~ !)-coinvariants of the dual (see [30, Section 1.5.11] for
locally profinite groups in general).

Lemma 2.2.1. Let N be a subgroup whose cardinality is invertible in R and let y: N —
R* be a character. Then for all w € Repg(G), we have (y,y)" = (V) y y-1.

Proof. We make use of the fact that for a finite group G,
Homg(g(V, wY) = Homgg(W, V)
(cf. [30, Section 1.4.13]), where (—)V denotes the R-linear dual equipped with its natural

G-action. Applying this, we have the following identifications

(JTNjw)V dzef HomR (T[N,w, R)

= Hompgn)(7, )

= Homg[g) (71, Ind](\;, w)

= Homgg] (Indg v V)

= Homgn (¥ ", 1Y)

= (@M

= (1Y) Nyt n

Given a non-trivial partition n; + - - - +n, of n, there is an associated standard parabolic
subgroup Py, ., with Levi subgroup G,, x -+ x Gy, . If 0; is a representation of G,
then the parabolic induction

,,,,,

01 X+ X Op 1= Indg: . 01 X-.--Xo,
1 r

is obtained by first inflating o7 X --- X o, to a representation of Py, .. ,, by letting its

unipotent radical act trivially, and inducing the resulting representation to G,,.

.....

The corresponding “parabolic restriction” functors are known as Jacquet functors.
Given a partition as above, the functor Jg”; ' Repr(Gp) — Repr(Gp, X -+ X Gy,)

takes a representation (7, V') € Repg(G) to its coinvariants under the unipotent radical of
n,- The functor J PG " is both left- and right-adjoint to parabolic induction.
ny nr

We say that (p, V) € Repr(Gp) is cuspidal if its image under the Jacquet func-
tor J [?n ’: . 1s zero for every non-trivial partition. This is equivalent to asking that there

<<<<<<

are no non-zero morphisms from p to a parabolic induction.

2.3. Multilinear forms

Gamma factors are defined as the constants of proportionality between certain multilinear
forms, once the spaces of such forms are shown to be one-dimensional. We define those
spaces now.
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Definition 2.3.1. If G is a group, (o, V), (¢, V'), (0", V") € Repg(G) and y: G — R*
is a linear character, let
Bilg(V, V/, )() = HOInR[G](V XRr V/, X)
= {bilinear functions B: V x V' — R | B(gv, gv') = x(g)B(v.v")}.

and let

Trilg (V, V', V") := Homg[g)(V Qr V' ®r V", 1)

= {G-invariant trilinear functions B: V x V' x V" — R}.

In the above definitions G acts diagonally on the tensor products.

2.4. Derivative functors

Let R be a Noetherian commutative Z[1 {p]-algebra such that 0 # 1 in R. Fix once
and for all a non-trivial group homomorph1sm v:F; — Z[— {p]* and denote by Vg its
extension to R* along the structure morphism Z[— {‘ ] — R Promote ¥ g to a character
of Uy, (also denoted g by abuse of notation) by lettlng

Yr (1,,0_1 T) = YROn-1). ¥ =01

To analyze representations of the mirabolic subgroup P,, we recall derivative functors,
following Bernstein—Zelevinsky [3] for p-adic general linear groups.
Specifically, define the functors

ot Wt
Repg(Pn-1) o Repr(Pn) - Repr(Gn-1)

where

s U (V)=V/V(Uy,,1) where V(Uy,,1) = {uv —v :u € U,,v € V}). It carries an
action of G,—1.

s W (V) =V and we inflate the G,,_; action to a P, action by letting U, act trivially.

o O (V) =V/V(Uy, ¥r) where V(U,, ¥r) = {uv —yrw)v:u € U,, v e V}). It
carries an action of P,_; because P,_; is the stabilizer in G, _; of the character Vg

of U, under the conjugation action defined by ¥z +— ¥ r(g(—)g™").

s T (V)= Indf;:i1 v, (V ®¥r) where V ® g denotes the representation of V' extended
to P,_1U, by letting U, act via {g. Since P,_; is the normalizer of g this is well
defined.

2.4.1. Properties of derivative functors. Bernstein and Zelevinsky established some
basic properties of these functors over p-adic general linear groups, and Vignéras has
observed that the proofs work equally well in the case of finite general linear groups [30,
Section III.1.3]. The properties we will need are the following:

1)) They are all exact.
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(II) W is left adjoint to U,

(Il) @7 is left adjoint to ®~ and &~ is left adjoint to ®+.
aTv) & &t ~idand ¥~¥ =~ id.

(V) @& ¥t =0and V" 0+ =0.

(VI) There is a canonical exact sequence
0— ®Td™ —»id— ¥TU™ — 0.

We note the following additional property:

(VII) All the functors commute with arbitrary base change. In other words, if R — R’
is a map of rings, then ®T(V ®g R’) = ®T (V) ®g R’, and the same for all
the other functors.

Definition 2.4.1. Given V' € Repg(P,), define the “k-th derivative”

VE = v @) ),
which is in Repr (G, ). For V € Repr(Gp), V& s defined to be the k-th derivative of
its restriction to P,. Finally, we define V@ = V for V € Rep r(Gn).

By successive application of property (VI) above, any V' € Repg(Py) has a natural
filtration by P,-submodules:
ocV,cVyiCc---CcVr,cVi =V, 2.2)

where Vj, = (®1)k~1(®d7)*¥~1(V). The successive quotients can be recovered from the
derivatives of V as follows:

Vie/ Vier = (@)1t (v ®), (2.3)

This indicates the following remarkable fact: every representation of P, is “glued together
from” representations of various G,,’s for m < n.

The next two lemmas give explicit descriptions of the derivative functors in terms of
coinvariants and parabolic restriction.

Let k < n — 1. Extend ¥ g to a character of U, x via the map

Unk — Un,k/[Un,k’ Un,k] = IF;C — Iy
DV1se- s YE) > y1 4+ + Yk,

so that in input of g is the sum of all the upper-diagonal entries, n — k — 1 of which are
Zero.

Lemma 2.4.2. Suppose (p, V) € Repgr(Pr). Then (P HV =~ VU, v the space of
(Un k- WR)-coinvariants. In particular, the n-th derivative v ~ VN, wg-
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Proof. Recall that for a subgroup H of G,
VH,wR = V/V(H, I/IR) = V/({WR(h)v —hv,H € Ny, v € V})

We argue by induction on k. If k = 1, by definition @~V = Vy, y, = VU, ,yz-

Next, by induction, (®7)FV = VU, 412U, s Where Up_g 1 is embedded in the
upper-left diagonal block, so in order to establish that (®7)FV = VU, «.wr> 1t suffices to
show that

V(Un ks ¥R) = V(Un k=1, YR) & V(Un—k,1, ¥YR)-

Since Uy, -1 and U, are subgroups of U, i, the D inclusion is immediate. For the
reverse inclusion, observe that

Un,k = Un,k—l X Un—k,l

and that U, centralizes Y g: U, x—1 — R. Soforu € U withu = xy forx € Uy y—1,
y € Uy—k,1,and v € V we have

YR(xY)v — (xy)v = YR(xY)v — YR(X)yv + YR(X)yV — (XYy)V
= Yr(YX)v — yYr(X)v + Yr(X)yv — (Xxy)V
€ V(Upj-1YR) ® V(Up—k 1¥R),

which provides the reverse inclusion.
The last statement follows from the definition of derivatives, since N, = U, ,—1 and
W~:Rep(P1) — Rep(Gy) is the identity. |

Lemma 2.4.3 ([30, Section HI 1.81). The k-th derivative functor = +— 1 ®) is the compos-
ite of parabolic restriction Jp, Gn from R[Gy]-modules to R[G,— X Gil-modules with
the top derivative from R[Gk] modules to R-modules.

To emphasize the dependence on /g let us write 7 *¥®) = 7% 1In this notation, we
have the following result.

Corollary 2.4.4. Let 7 be an R[Gy,]-module, and let 1 < k < n. We have (x ®¥r)V ~
(m¥)&vRh,

Proof. When k = n this follows from Lemmas 2.2.1 and 2.4.2. When k < n, Lemma 2.2.1
combined with Lemma 2.4.3 shows that it suffices to prove the parabolic restriction func-
tor commutes with duals. However since parabolic restriction is both left and right adjoint
to parabolic induction, and parabolic induction commutes with duals [30, Section 1.5.11],
it follows that parabolic restriction commutes with duals. ]

The following is a characterization of restrictions of irreducible cuspidals in terms of
Bernstein—Zelevinsky derivatives.

Theorem 2.4.5 ([30, Section II1.1.5]). Let k be a Z[1 {pl-algebra which is a field. An
irreducible k-representation V of Gy, is cuspidal if and only if V® is one-dimensional
and VO = Ofori=1,...,n—1.
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Finally, we state some basic facts about how the spaces of bilinear forms interact with
some of the Bernstein—Zelevinsky functors.

Proposition 2.4.6. As usual, let 1: G,,..1 — R* be the trivial character.

Bilp,,, (¥ (V). ¥ (V').1) = Bilg, (V. V', 1), (2.4)
Bilp,,, (®T(V), ®*(V'),1) = Bilp, (V. V', 1), (2.5)
Bilp,,, (V1 (V). % (V').1) = 0. (2.6)

In each statement above, V and V' are arbitrary representations living in the appropriate
category.

Proof. This follows from [3, Section 3.6] and the adjunctions in Section 2.4.1. ]
Lemma 2.4.7. Let V € Repgr(P,) and V' € Repgr(Gy). Then
Bilg, (®TV, V', 1) = Bilp, (V, V', 1).

Proof. The proof is the same as in [16, Lemma 3.5] or [12, Lemma 3.8]. [

2.5. Whittaker models

Recall that we fixed a non-trivial character y: F;, — Z[%, {p]* and its extension Y g:Fy —
R* in Section 2.4. The Whittaker space for G, or Gelfand—Graev representation of G,

is
W(R) = Indgz VR
where g is viewed as a character of N, via the map
Ny = Ny /[Ny, Nu] = F)® ! > T,
(yl»--.,yn—l) = )1 +"'+yn—1-

Since we defined v over the base ring, W(y¥r) does not depend on the choice of V.
See [16, Remark 2.2] for a discussion of this.

Definition 2.5.1. We say that (p, V) € Repg(Gy) is of ¥ -Whittaker type (or just Whit-
taker type) if the n-th derivative V® is a free R-module of rank 1.

Remark 2.5.2. We will sometimes call an irreducible representation of -Whittaker type
Y-generic or generic. Without the irreducibility assumption, there is a distinction between
Whittaker type and generic, as described in the next definition.

By Frobenius reciprocity and Lemma 2.4.2 there is an isomorphism
HomR(V("), R) = Homg[g,) (V, 'W(lﬂR))

Definition 2.5.3. Suppose (p, V) is of {r-Whittaker type. Then the choice of a generator
of Homg (V™| R) gives amap V — W(yg).
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(1) The image of V. — W(yr) is denoted W(V, Y g) and is called the y-Whittaker
model (or just Whittaker model) of V. Note the image does not depend on the
choice of generator.

(2) We say that V is essentially y-generic if the map V — W(yR) is injective. In
this case V' and 'W(V, ¥ g) are isomorphic as R[G,]-modules.

Example 2.5.4. For an example of a representation that is y-Whittaker type but not
essentially ¥ -generic, let R be a field of characteristic £, let V| be an irreducible generic
representation of G, let V, be any non-generic representation of G,, (e.g., the trivial rep-
resentation for n > 2), and take any extension V of V, by V; (e.g., V1 & V>). By exactness
of the derivative functor, V® = V™ g v = V™ ~ R, so V is of y-Whittaker type.
However, the map V' — W(¥r) contains the subrepresentation V5 in its kernel, so V' is
not essentially -generic.

Lemma 2.5.5. Let R — R’ be a homomorphism of rings. If (p, V') is of ¥ -Whittaker type,
sois (0 Qr R',V Qg R') and

WV ®r R, yr) =W(V.¥r) ®r R'.

Proof. Since |N| is invertible in R and R’, it follows from the existence of the projector in
equation (2.1) that (V @ g R")N:Y® = (VN¥-¥®) @ g R’ and hence also (V ®g R)Nyp =
(VN,wz) @r R'. This proves that V ® g R’ is also of Whittaker type. Next, if A is a gen-
erator of the rank-one R-module (V)" , the Whittaker model of V' is

V — WV, ¥R)

vi> W,

where W, (g) = A(gv). In particular, A ® 1 is generator of ((V ®Rr R')n,y,,)" and the
Whittaker model of V ® g R’ is given by

Wog1(g) = (A ® D(gv) = A(gv) ® 1 = Wy(g) ® 1.
In particular, W(V Qg R', ¥yr') = W(V,¥r) Qr R’. [

The following lemma is sometimes described as the existence of so-called “Bessel
vectors”.

Lemma 2.5.6. If (p, V') € Repr(Gy) is of -Whittaker type, the map
W(V.¥r) — Indf V&
W W|Pn
is surjective.

Proof. Denote W (W, ¥g) by W. We will exhibit a subspace of ‘W that maps isomor-
phically to Indﬁ’; Y& under this map, namely it is the bottom step (®1)"~ 1w+ (W)
(corresponding to k = n) of the filtration in equation (2.2) applied to 'W.
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By equation (2.1) and Lemma 2.4.2, the natural quotient map

w— wm

V0

maps ‘WN»YER jsomorphically onto ‘W, We view W as the trivial representation
of Go = {1}. The definition of ®* and transitivity of induction identifies Indf,"'l YR =
(q>+)n—1\p+(fw(n)).

The inclusion (&)1 W+ (W) < W coming from equation (2.3) corresponds to
the aforementioned isomorphism ‘W =~ WN»¥& ynder the following adjunctions:

Hompg (W™, WNnVR) = Hompgy, (¥ 4y, W)

= HomR[pn](Indf:,fl Ywm, W).

Let us be explicit. If v is an R-generator of W/N#¥® the function f; supported on N,
such that f5(n) = Yr(n)v, n € Ny, is a generator of Indf,: Yy [30, Section 1.5.2]. The
inclusion Indf,’r’l Yapmy — W sends f3 to v [30, Section 1.5.7].

As W is a subset of Indg: Yr, we will view elements of ‘W as functions on G,,. In this
context, the value w(g) of an element w € W is the element of R corresponding to gv in
our fixed isomorphism W® =~ R.

Since our generator v of W¥»¥R satisfies nv = Yg(n)v for n € Ny, it follows that
for g € G,—q, (I"O—1 'f) € U,, we have

In—1 wu g 0\ _ Iy g_lu g 0
el D) e ()6 )

Since P,_; is the stabilizer of ¥g in G,—;, it follows that the support of v|g,_, is con-
tained in P,_;. But the same argument with g € G, and u € U,_; shows that v|g,_, is
supported on P,_,. Repeating this, we conclude that the restriction of v to P, is supported
only on N,,. Since the values of v and f; agree on N, by construction, we conclude that
v |p,= f5. Since f3 is a generator of Indll\)/: YR, we conclude. |

Let W:G, — R be an element of W(V, ¥ g) and let W be the function defined by
W(g) = W(wal'g)).

where w,, is defined to be the antidiagonal matrix in G, with 1’s along the antidiagonal,

and ‘g :="g™". Then W (ng) = W(w,(‘'n)(g)) = ¥g' (MW (wa('g)) = V' (MW (g)
for all n € N, and so W defines an element of W('V, 1//1;1), where 'V denotes the repre-
sentation given by precomposing V' with the involution ‘.

2.6. Exceptional representations

Later when defining gamma factors for pairs of representations we will need to exclude
certain exceptional pairs. The term “exceptional” follows [20, Section 17], which studies
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representations of GL, (IF;) on C-vector spaces and defines the notion of exceptional for
characters. Our definition is a higher-dimensional generalization of op. cit.

Definition 2.6.1. If (7, V) € Repp(Gy) and (7’, V') € Repgr(G,,) we say that (V, V') is
an exceptional pair, or that V' is exceptional for V (or vice versa) if there exists an integer
t € {1,...,min(m, n)} such that

Bilg, (W(V, yR)"™, WV, yg") ", 1) # {0}.

We remark that the notion of exceptional pair only depends on the Whittaker models
of the representations.

3. Functional equation

Fix (7, V) € Repg(Gy) and (7', V') € Repg (G,) both of Whittaker type. Assume that 7’
is not exceptional for 7. In this section we construct a gamma factor y (7 x 7/, ¥ g) for the
pair (7, 7r’). Since this will only depend on the Whittaker models, we make the following
abbreviations to ease the notation in this section:

W= WV, yr) and W := WV’ ygh).

3.1. Gamma factor and functional equation when n > m

We first suppose n > m; the n = m case is slightly different, so we address it afterwards.
Recall the subgroup of G, given by

1 z
Unn—m-1:= { ( el y) :z € Maty41,0-m—1(Fg), y € Nn—m—1}~
Inflate W’ to an R[Gy, Uy n—m—1]-module by letting Uy, ,—m,—1 act trivially.

Consider the following finite field analogue of the integral defined in [11, Section 2.4].
If W:G,, — R and W’: G, — R are two functions and j € {0,...,n —m — 1} then let

g 0 0
IWW':j)= Y oowlly 1 0 W'(g). 3.0
§EN\Gm Y EMatjxm 0 0 Inmj

If we let

1
Wn,m = ( m wn—m)

then a direct computation (done in detail in [21, Lemma 5.2]) shows that the maps

W W) I W0 = Y W(g 0 )W/(g),

gENm\Gm 0 In_m
01 0
WW) > Iy W Win—m—1)= Y Yo W00 L [W(e)
ZEN\Gnm YEMaty—m—1xm g 0 y
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define elements of
BilG,, Uyt (W, W, 1® YR).

where 1 ® Yr is the character acting trivially on G,, and by ¥g on Uy, —m—1.
In this section we use the calculus of the Bernstein—Zelevinsky functors to analyze this
space of bilinear forms. Our main result is the following.

Theorem 3.1.1. The space
BileUn’nimf1 (‘w, W/, 1® ¥Rr)
is free of rank one over R generated by [(W, W' 0).

As a corollary, we deduce the functional equation which defines the gamma factor
y(m x 7', YR).

Corollary 3.1.2. There exists a unique element y(;w X ', WRr) € R such that
IW, W0y x ', Yg) = Iy W, Win —m—1)
forall W € Wand W € W'

Remark 3.1.3. In the next section we prove a more general functional equation and use
it to deduce that in fact y(;r X 7/, Y gr) € R*, see Corollary 3.2.2.

Corollary 3.1.4. If f: R — R’ be a ring homomorphism, then

fyGmxa' . yr)) =y(xr ®r R' x 7' ®r R, Yr').

Proof. By applying f to both sides of the functional equation in Corollary 3.1.2 and
using Lemma 2.5.5, we find that f(y(mw ® 7/, ¥r)) satisfies the same functional equation
as y(r ®r R’ X w g R’, ¥gr). Therefore the uniqueness in Corollary 3.1.2 implies they
are equal. ]

Remark 3.1.5. Note that if V' is irreducible cuspidal, there are no representations that
are exceptional for V', by Theorem 2.4.5. Thus, in this case, we recover the functional
equation in the special cases treated in [18,21].

The rest of this section is devoted to the proof of Theorem 3.1.1. Our strategy fol-
lows that of [12, Section 3.2] and [16, Section 3.2] in the setting of p-adic groups but
there is a key lemma in the p-adic setting which completely fails in the setting of finite
groups for lack of unramified characters, namely [ 16, Lemma 3.6]. This failure is precisely
what necessitates the exclusion of the exceptional representations for V' in Theorem 3.1.1.
Without the exclusion of exceptional characters the theorem is false, cf. [21, Lemma 4.1.4,
Theorem 4.3.3].

Our main tool will be the properties of the Bernstein—Zelevinsky functors established
in Proposition 2.4.6 and Lemma 2.4.7. The proof of Theorem 3.1.1 proceeds by several
reductions steps, which we state as lemmas.
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Lemma 3.1.6. There is a canonical isomorphism
BilG, 0, 1 (W, W, 1® ¥g) — Bilg,, ()" ™ 1w, W.1).
Proof. By definition, Bilg,,u, ,_,,_; (W. W .1 ® ¥g) is
Homg(G,,Upnm_11(W & W.1Q ¥gr), (3.2)

where G, Uy, n—m—1 acts diagonally on W ® W’. But any such homomorphism must fac-
tor through T ® ‘W’ where 7 is the quotient of ‘W by the submodule generated by elements
of the form uW — Yyr(u)W foru € U, —m—1, W € W. Moreover, this quotient is uni-
versal for this property, so equation (3.2) is isomorphic to

Homgg,,1(t ® W 1).
Now the result follows from the fact that t = (®7)"7*~!'W, see Lemma 2.4.2. |

We now consider the Bernstein—Zelevinsky filtration of ‘W given by equation (2.2).
After applying (®7)" ! to the filtration we have

0cC (@)™ tw,c... c (@)™ lw, = ()" LW,

which is now a filtration of representations of P,,+1. Following equation (2.3) and exact-
ness of &7, the successive quotients are given by

(@) (Wi / Wiet1) = (@) 1 (@) wt (w®)),

Note that since W™ = V) = 1 by assumption, the identity ®~®* 2 id implies that the
bottom step of the filtration is the submodule

(q)—)n—m—l(q>+)n—l‘lj+(1) — (q>+)m\p+ (1) C (q)—)n—m—lrw'
Lemma 3.1.7. The restriction map

Bilg,, ((®7)" ™~ 'W, W' 1) — Bilg,, (®7)"w* (1), W.1)

B = B|(@+ymu+@yxw
is injective.
Proof. If B|(g+ymw+@xw' = 0, it defines a bilinear form on the next quotient
(@)1= (@2t (WE=DY) W
In fact, we will show that the spaces of bilinear forms on each successive quotient,
Bilg,, ((@7)" ™ 1 (@T) wH(with) w 1),
are identically zero fori = 0,...,n — 2. We will consider three cases.

Case 1:i <n—m — 1. The module (&) 1(d+) W (WE+D) is zero since - W+
=~ (0and ® ®* = id, see Section 2.4.1.
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Case2:i =n—m — 1. We have
Bilg,, ((®7)" ™ 1 (@1) wH(WwitD) w 1) = Bilg, (¥T(W"™™), W,1)
= Bilg,, (W™, W' 1)
= {0},
where the last equality is from the non-exceptional assumption.
Case 3:i > n —m — 1. In this case, we are considering the space
Bilg,, (((D-i-)i—(n—m—l)\Ij-i-(fw(i-i-l)), W, 1).
To keep things tidy, we introduce a new index: t :=n —i — 1, so that
i—(n—m—-1)=m-—t,
i+1l=n-t

Because n —m < i < n — 2 in the present case, the range of # is | <¢ < m — 1. Our goal

is to prove
Bilg,, ()" wH (W) W' 1) = {0}.

First, we can restrict to P,, following Lemma 2.4.7,
Bilg,, (7)™ "W (Wr=0) W' 1) = Bilp, ((@T)" 1o (Wr=0) W 1).

As a representation of P, we filter W’ using equation (2.2): the successive quotients in
the filtration are (&)™ *'=1w+(W)"—)) with0 < ¢’ <m — 1.
At the bottom of the filtration, where ¢’ = 0, our bilinear forms restrict to elements of

Bilp, ((q>+)m—t—1qj+(rw(n—t)), (@*)m‘l\lﬁ((w’)(’")), 1)’

which equals zero by equations (2.5) and (2.6) since ¢ > 0. Similarly, when a bilinear form
is restricted to any step in the filtration where ¢ # ¢/, the same argument gives

Bilp, (@)™~ 1wt(Wwr=0) (oFym="=1yt((Ww")m=1) 1) = {0}.
Thus it remains only to treat the case where t = ¢, where
Bilp,, ((q>+)m—t—lqj+(ﬂw(n—t))’ (¢+)m—z—1qj+((~wr)(m—z))’ 1) = {0},
by the assumption that ¥’ is non-exceptional for V. ]
Lemma 3.1.8. There is an identification as follows:

Bilp, ((@1)" "Wt (1), W'.1) < Bilp, ()" "¢ @), (@T)" vt (1).1)
= Bilg,(1,1,1)
=R.
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Proof. First, we note that the second isomorphism is given by equations (2.4) and (2.5) of
Proposition 2.4.6, and the third isomorphism is trivial.

Next, we will consider the injection on the first line. Consider the filtration of W’ as in
equation (2.2). From equation (2.3), the bottom step of the filtration is (®+)” 1w+ (1).
The injection on the first line of the lemma is given by restricting a bilinear form B to
this bottom step in the second factor. We will prove that this restriction map is injective.
Assume a bilinear form is zero when restricted to

(q)+)m—1\p+(1) X (<D+)m_1\ll+(1).
Then it defines a bilinear form in
Bi]Pm ((q>+)m—1\p+ (1)’ (q;-i-)i—llp-i-((w/)(i))’ 1)

for an integer i < m. But this space is zero by the same argument as in the proof of
Lemma 3.1.7, thanks to equations (2.5) and (2.6) of Proposition 2.4.6. Hence B = 0, and
the injectivity is proved. ]

Finally, we use the following fact to put everything together.

Theorem 3.1.9 ([7, 19, 27]). Suppose A is a commutative ring, M is a finitely gener-
ated A-module and N C M is an A-submodule. Then any surjection f: N — M is an
isomorphism.

Proof of Theorem 3.1.1. The above three lemmas give us an injection
BileUn,nfmfl (W7 W/9 1 ® llfR) — R

By Theorem 3.1.9 it suffices to find W € W and W’ € W’ such that I(W, W';0) = 1,
because then the evaluation map

evw,w’: BﬂGmUn,n—m—l (‘w, W.1R Yr) > R

sends /(—, —; 0) to a unit and is therefore surjective.
By Lemma 2.4.2, the map A defined by

Vi Vi g — R

is surjective. Recall that Frobenius reciprocity associates to A a map V' — W', which is
defined by v > W,, where W, (g) := A(gv). There is a natural “evaluation at the identity”
map evy: W — R given by
evi: W — R
Wy = Wy(1).

Since W, (1) =A(v), the surjectivity of A implies there exists W, € W’ such that W, (1) = 1.
Let W' be any such choice of W,,.



Mod £ gamma factors and a converse theorem for finite general linear groups 45

Given an arbitrary element ¢ of Ind}}:,’; ¥R, Lemma 2.5.6 tells us there exists W in
W such that W|p, = ¢. Note that when we evaluate the sum defining I(W, W’'; 0) we
only ever evaluate W on elements of P,, so we may choose ¢ so it is supported only on
N,, and such that ¢(1) = 1. Now for any choice of W € ‘W restricting to ¢, we obtain
(W, wW’0) =1. (]

Remark 3.1.10. Note that if R is a field, this final surjectivity argument is unnecessary
because any non-zero bilinear form (e.g., I(—, —; 0)) will provide a basis vector.
3.2. More general functional equation when n > m

In this subsection we use Corollary 3.1.2 to deduce a slightly more general functional
equation for the gamma factor. First we introduce some notation. Assume the same nota-
tion from the previous section.

Corollary 3.2.1. Let j be an integer, 0 < j <n —m — 1. In the same setup as Corol-
lary 3.1.2, we have

IW. W' )y x 7', Yg) = L(wymW, W' k),
wherek =n—m—1-—j.
Proof. The same argument as in [21, Theorem 5.4] works here. [

Corollary 3.2.2. In the same setup as Corollary 3.1.2, the element y(w X 7', YR) is
invertible in R.

Proof. One approach would be to prove that I (wy W' W'n—m— 1) is also a generator
of Bilg,, v, y_m_ (W. W.1 ® ¥r), but we will instead use Corollary 3.2.1. Since wy ., W
defines an element of W(*V, 1//1;1), the functional equation gives

I(W, W;0)y(wxn’, yr)y(‘mx'7’ , ¥g") =I(wn,mW, Win—m—1)y(rx‘n', vrh

= I(wn,mwn,mﬁ/, W', 0)
— (W, W' 0).

Thus it is enough to show the existence of W and W’ such that I(W, W';0) = 1, which
is done in the proof of Theorem 3.1.1. ]
3.3. Gamma factor and functional equation when n = m

Now we address the case when n = m.
Let C(F7, R) denote the set of all functions ®:F7 — R. Since G, naturally acts (on
the right) on Iy, the set C(Fy, R) acquires an R-linear left G,-action by setting

(- Hx) = flx-g).
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The R-subspace
Co(Fy, R) = {f eCEF},R): f(0,...,0) = 0}

is G, -stable.

In order to formulate a functional equation, we define trilinear forms instead of bilinear
forms to take into account the functions in C(F”, R). If W, W’: G,, — R are two functions
and ® € C(Fy, R) then let

IWW @)= Y W(@W (g)®ng).
gEN\Gyy

where n = (0 01). For ® € C(F”, R) let P e C(F”, R) denote the Fourier transform

O(a) = Y dx)Yr({a.x)),

xeFy
where (—, —) denotes the standard inner product on F”, given for a = (ay,...,a,) and
X =(X1,...,xz) by {a,x) = ayx; + -+ anxy,.

The maps
W, W', ®)— I(W, W', o),
W, W', ®) > I(W, W, )

define elements of
Trilg, (W. W', C(F], R)).
Theorem 3.3.1. If (V, V') is not an exceptional pair then
Trilg, (W. W', C(F}, R))
is a free R-module of rank 1 generated by I(W, W', ®).

Proof. We closely follow [12, Proposition 3.7]. The G,-equivariant exact sequence of
R-modules
0—> Co(F?,R) > C(F!,R) >1—0

consists entirely of free finite rank R-modules and thus splits, so
0> WRr W RRCo(F},R) > WRr W Qr C(F?,R) > WRr W — 0

is still a G,,-equivariant exact sequence. Since (V, V) is not an exceptional pair we see that
Bilg, (W, W,1) = 0. So in view of the above sequence and the left-exactness of the Hom
functor, we see that Trilg, (W, W', C(F7, R)) injects into Trilg, (W, W', Co(F}, R)).
Note that Co(F”, R) is isomorphic as a G,-representation to IndIG,;‘ 1 because the
orbit of the vector n = (0, ..., 0, 1) under the standard right action of G, on IF; is
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Fg —{(0,...,0)} and the stabilizer is P,. Again, using that induction commutes with
taking duals,
Trilg, (W. W', Co(F}. R)) = Homgg,)(W ®& W ®g Indj" 1,1)
= Homgg,) (W ®& W', (Indg" 1)")
= Hompgg,)(W ®& W, Indg" 1)
= Bilp, (W, W', 1).
Recall from above in equation (2.2) that ‘W admits a filtration of length n by P,-

subrepresentations with successive quotients isomorphic to (dHF1wt(WH) for k =
1,...,n, and the same is true for 'W’. But in view of Proposition 2.4.6

Bilp, (@) 71wt (W), (@) 7wt (W) D). 1)
is zero unless k = j, in which case it is equal to
Bilp, (@) 1wt (w®), (@) 1wt ((w)®),1) = Bilg, , (W, (W)®,1).

But (V, V') is not an exceptional pair, so this vanishes for k = 1,...,n — 1. The only
surviving piece, then, is when k = j = n and so using Proposition 2.4.6 we see that there
1S an 1njection
Bilp, (W, W, 1) < Bilp, ((®7)" 10 (1), (@7)" '¥(1),1)
= Bilg(1,1,1)
=R

We have therefore found an R-module injection
Trilg, (W, W,C(F!. R)) — R

By Theorem 3.1.9 it suffices to find W € ‘W and W’ € W’ such that I(W, W', §,) = 1,
where &, (x) equals 1 if x = 7 and equals 0 otherwise. This is because then the evaluation
map
eV, w8, Trilg, (W, W, CEF”, R)) —> R

sends I(W, W', ®) to a unit and is therefore surjective.

As in the proof of Theorem 3.1.1 we can pick Whittaker functions W € ‘W and W' €
W’ such that W(1) = 1, the restriction W |p, is supported on Ny, and W'(1) = 1. Then
I(W, W', é,;) = 1. L]

Corollary 3.3.2. There exists a unique element y(w X ', WRr) of R* such that
(W, W' ®)y(w x 7', yg) = [(W, W', D)

forall W e Wand W e W'
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Proof. Theorem 3.3.1 shows that there exists such a y(7r X 7/, ¥ g) € R, so we need to
show that it is a unit.
As in Corollary 3.2.2, we have

IW, W, ®)y(r x ', Yyr)y(m x ‘7', ¥x') = I(W, W', ®)y(‘n x‘n, vrh
— IV W', )
— (W, W, D)

and the proof of Theorem 3.3.1 gives us W, W', ® such that I(W, W', ®) = 1. [

4. Converse theorem

Let k = FFy. In this section we prove a converse theorem for irreducible cuspidal k-
representions, in which gamma factors take values in Artinian k-algebras.

4.1. Projective envelopes

Recall that N, denotes the subgroup of unipotent upper triangular matrices. Since the
order of N, is relatively prime to ¢, the character y;: N, — k™ is a projective k[N,]-
module. Since Ind " s left- adJ01nt to an exact functor, it takes projective objects to
projective objects and therefore Ind " Yk is a projective k[G,]-module. We can then
decompose Ind " Yk asa direct sum

Ind§" vy = PP @ @ PO,

where each P; is indecomposable and projective, and P; % P; for i # j. However, we
know that Endg, (Ind wk) is a commutative ring (see [26, Theorem 49], [35, Corol-
lary 4.8], [1]), so ¢; = 1 for all i. The commutativity of Endg, (Ind I/fk) also implies
that Homg, (P;, Pj) = O wheni # j.

There is a bijection [30, Section [.A.7] between isomorphism classes of irreducible rep-
resentations of G, and isomorphism classes of indecomposable projective k[G,]-modules:

{irreducible k[G,]-modules} <> {indecomposable projective k[G,]-modules}
7w P(w)
soc(P) < P,

where P (7r) denotes the projective envelope of 7 and soc(P) denotes the socle (i.e., the
largest semisimple subrepresentation) of P. Note also that, by duality, 7 also occurs as a
quotient of P () and is in fact the only irreducible quotient of P (;r) [22, Chapter 14]. In
other words, 7 is not only the socle of P(7r) but also its cosocle (i.e., the largest semisim-
ple quotient).
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Since P; is not isomorphic to P; fori # j, the bijectivity above implies that soc(P;) is
not isomorphic to soc(P;). On the other hand, being contained in Indgz Yk, each soc(P;)
is irreducible and generic, and every irreducible generic representation must occur as a
(the) submodule of some P;. Thus in restricting to generic objects we have a bijection of
isomorphism classes:

{irreducible generic k[G,]-modules} <> {Py, P2, ..., P}
7w+ P(m)
soc(P) <+ P.
Let P := P() for an irreducible generic representation 7. Note that P is finite-
dimensional as a k-vector space and that it has finite length as a k[G,]-module. Since
it is moreover indecomposable, we conclude that R(r) := Endg(g,](P) is local by Fit-

ting’s lemma. The ring R() is a finite-dimensional commutative k-algebra because it is
contained in Endg[g,] (Indgz V).

4.2. Duality and derivative of P ()

Recall that we let ‘g := g~ and that for any representation (r, V) of G,,, we let (‘zr, V)

denote the representation ‘7 (g)v := 7w (‘g)v.

Lemma 4.2.1. If w: G, — Aut(V) is an irreducible representation, one has ‘w =~ m
where 7V denotes the dual to 7.

Proof. Following [22, Chapter 18], it suffices to show that 7V and ‘zr have the same
Brauer character. Let g € G, have order coprime to £. Then

wrV(g) =t'n(g™) =uwn(g™!) =ung) =tu'n(g)
since every matrix in G, is conjugate to its transpose. ]

Now let us consider the representation ‘(Indg:’l Y¥r). Recall from Section 2.5 that w,,
denotes the antidiagonal matrix with 1’s along the antidiagonal, and note that for u € N,,
Vi (wn (‘w)wy, ") = ! (). Also recall that for W: G, — k an element of Indg:’l Vi, we

let W be the function defined by
W(g) = W(wa('g)).
This function defines an element of Indgz Y ! since for u € N, we have
W(ug) = W(wa(u)(‘g)) = ¥ir )W (wn(‘9)) = ¥ir ()W (g).
For h € G,,, the map

Ind§” v — Indg; Yt

Wi W
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satisfies (W) = 'hW, so the map is a G,-equivariant isomorphism when the target is
equipped with the G,-action obtained by composing the right-translation action with the
involution g — ‘g.

Recall the notation from Section 2.4: for R a k-algebra and P an R[G,]-module:

P® = P,y = P/P(Nu.VR).

where P(N,,, ¥g) is the R-module generated by uv — g (u)v, u € N, v € P. Thus P™
is the (N, Y g)-coinvariants, i.e., the largest quotient in the category of R[N,]-modules
on which N, acts via the character {¥g.

Note that P (N, ¥ ) is equal to the k-vector space generated by the set {uv — g (u)v :
u € Ny, v e P}, so P™ is also the largest quotient on which N, acts via ¥y in the
category of k[N,]-modules.

Proposition 4.2.2. Let 7 be an irreducible generic k|Gy]-module and let P = P(r) be
its corresponding indecomposable projective module, considered as a module over the
ring R = R(w) = Endg(g,](P). Then P® s free of rank one as an R-module.

Proof. By Section 2.2, P is canonically isomorphic to the k-subspace P¥»¥k con-
sisting of elements on which N, acts via . Thus we get the following string of k-
isomorphisms:

P(n) = Homk[Nn](wk, P)
o~ Homk[Gn](Inng Y, P)
= Endg[g,1(P) = R(n).

The first isomorphism is the defining property of (N,,, ¥ )-invariants, and takes an element
v € PNoVk to the map Y — P defined by sending 1 to v. The second isomorphism
is Frobenius reciprocity (Section 2.2) which takes a homomorphism ¢: ¥y — P to a
homomorphism ®: Ind%: Y — P defined by

O(f) = ¢(f(1) = f(D$(1) for f € Indy’ Y.

The third 1som0rphlsm follows from multiplicity-freeness of Ind " Yk, which implies any
homomorphism Ind " Yk — P is zero on the summands dlstlnct from pP.

The ring R = R(n) is, by definition, the k[G,]-linear endomorphism ring of P, so
acts naturally on P¥»¥k_ In addition, R acts on each of the above Hom spaces by acting
on the target. We check that the composite of the first two isomorphisms above is R-linear;
the others are clear. Given r € R, let v € PV« and take ® € Homk[Gn](Inng Vi, P)
such that v is sent to ® in the setting of the previous paragraph. We have that r(v) maps
to the homomorphism

[ fWr@) =r(f(v) =r(2(f)).

because r is k-linear. [
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4.3. Whittaker model of P ()

We first note that P = P(r) is of ¥-Whittaker type: from Proposition 4.2.2, P is an
R(7r)-module of rank 1, so that

Hompg ) (P(”), R(n)) = R(m).

This allows us to consider the Whittaker model of P () in Indgz Y R(r), Which entails
choosing an element 7 € Hom R(n)(P(”), R(7)) corresponding to a unit in R(x). If we
identify P ()™ 2 R(sr) under the isomorphism from Proposition 4.2.2, and thus identify

Hompg () (P("), R(7)) = Homg(z) (R(7), R(1)) = R(x),

we might as well choose 7 corresponding to the identity under this identification. The
Whittaker model W (P (x), ¥'Rr(x)) is then, by definition, the image of the map

P(m) = Ind§" Yrer)
= Wr

defined as follows. If A: P(n) — P(7x)®™ =~ R() denotes the natural quotient map,
Frobenius reciprocity gives the formula

Wr(g) :=Agf). g€ G

Next, we will compute a natural section of the above map from P () to its Whittaker
model. There is a canonical map of k[N, ]-modules

Ind" Yie — Ve

given by evaluation at the identity. For each irreducible generic representation 7, we can
restrict this to a map P () — ¥y, which must factor through the (N,, ¥ )-coinvariants
to give a map

0:R(m) = P(m)™ — k

of k-vector spaces. In other words, for f an element of Indg: Y that lives in P (), we

have O(A(f)) = f(1).
Let Wy € W(P(x), VR(r)) be the R(rr)-valued Whittaker function of f. We have

(0o Wy)(g) =0(A(gf)) = (g/)() = f(g). &€ G
Thus a section of our chosen map
P(m) = Ind} Yr(r)
is given by composing with 8. We record these observations in the following corollary.

Corollary 4.3.1. The representation P = P(x) is of ¥-Whittaker type and essentially
Y-generic, i.e., embeds in its Whittaker model.
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4.3.1. Alternative view of the Whittaker model of P(;r). In this subsection we attempt
to illustrate why ‘W(P (), ¥ r(x)) is more useful that P (rr) itself: it sees the natural action
of R(x) on P () in both its G, -structure and its R (sr)-structure coming from multiplying
R(r)-valued functions by elements of R(;r). We will not use these results in the rest of
the paper, but include them to give a more conceptual understanding of the map 6 from
the previous subsection.

By extending scalars along the natural inclusion k C R(w) we get an embedding
Indgz Y — Indgz V¥ R(x), Which restricts to an inclusion on the summand P = P ()

P < P ® R(n).

The module P ®; R(7r) has two distinct R (7r)-module structures, both of which commute
with the G,-action, namely the one defined on simple tensors by

px(f®9)=¢(f)®¢
and the one defined by

$-(f®F)=[f®(-¢).
There is a natural projection of k[G,]-modules

w: P ®; R(w) > P ®r(z) R(w) = P

given by taking the quotient by the k-subspace ker(w) generated by tensors of the form

fes—¢(f)®1L
Since P is a projective k[G,]-module, @ is a split surjection, and there exists a section
n: P — P ®j R(m) giving a decomposition into a direct sum of k[G,]-modules

P ®; R(m) = n(P) & ker(w).
However, by commutativity of R(;r) we have

px(f @ ¢ (1) =d(f)®F —¢'(¢(f)) ® 1.
P (f®Y - (fH®1) =(f ®dd' =" (/)®1)— (¢ (/I ®P—¢(4'(f))®1).
so ker(w) is stable under R(sr) for both actions, and thus so is n(P). We conclude

the above splitting is in fact a splitting of R(7)[G,]-modules for both R(sx) actions.
Furthermore, given f € P, we must have that ¢ * n(f) — ¢ - n(f) is an element of

ker(zw) N n(P) = {0}, which shows ¢ * n(f) = ¢ - n(f).
We conclude that each splitting n gives rise to a Whittaker model

G
P — IndNZ YR(x)»
for which @ is a canonical section, and whose image lands in the subset

{(WePQrR(n):¢pxW =¢-W, ¢ e R(n)}.
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From this perspective, the relation
BoWr = f
of the previous subsection amounts to the fact that the composite map
w
P — P ®; R(x) — P
is equivalent to the identity.

4.4. Definition of the new gamma factors

Given irreducible generic k-representations p of G, and = of G,,, we will define a modi-
fied gamma factor y(p X 7, ¥) as follows.

Let pgr(x) denote the extension of scalars p ®x R(sr) along the structure morphism
k < R(m). Now since (pr(z))™ = p™ ®; R(7) = k ® R(r) = R(r), and P ()™
is free of rank one over R(;r) by Proposition 4.2.2, we may apply Corollary 3.1.2 to the
R(m)[Gp]-module pg(r) and the R(7)[Gp,]-module P (r):

(o x 7. 9) := y(prez) X P(n). V) € R(7)™.

4.5. Completeness of Whittaker models

To prove the converse theorem we need a so-called ““L2-completeness of Whittaker mod-
els” statement. The point of passing to R(rr) coefficients instead of k coefficients is to
recover such a completeness statement. Appendix A discusses counterexamples to the
converse theorem for k-valued gamma factors: they arise because of the failure of com-
pleteness of Whittaker models (which for G; reduces to the dual to linear independence
of characters).

Theorem 4.5.1. Let H be an element of Indf,:‘l Y. If
> H®W(K) =0
xeN,\Gy,

for every W € W(P(r), wg(lﬂ)), for every irreducible generic representation w of Gy,
then H is identically zero.

Proof. By replacing ¥ with ¥~! in Section 4.3 we can make a choice of isomorphism
P (n)(""/’fl) = R(m) for each irreducible 1/ ~!-generic representation 7 to get a Whittaker
model
Gy . —
P(m) — Indy! WR(ln)
f = Wy

Recall from Section 4.3 there is a map 0: R(w) = Py, y-1 — k arising from f — f(1)
such that f = 6 o Wy.
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Thus for every such f € R(r), we have

0:9( 3 H(x)Wf(x))

xeN,\Gy,

> H®O(Wy(x))

xeN,\G,

Y. HE) ().

xeN,\G,

We established in Section 4.1 that Indg": Y is the multiplicity-free direct sum of the P ()
for  irreducible generic, and as such is spanned by f € P(x). Since

Ind§” e x Indy vt — k
(H.f)— Y, H®f(x)
xeN,\G,
is a non-degenerate duality pairing [30, Section 1.5.11], we conclude that H is identically
Zero. L]
4.6. Proof of converse theorem

We finally arrive at the proof of Theorem 2. Our strategy is inspired by the proof of the
converse theorem in [10].
If p; and p, are irreducible cuspidal k-representations of G, set

S(p1. p2.¥) := {(W1. Wa) € W(p1. Vi) x W(p2. Vi) : Wilp, = Walp,}-

There is a diagonal action of P, on W(p1, V) X W(p2, V) and the subspace S(p1, 02, V)
is stable under this action by its definition. We will show it is in fact G,-stable if we
suppose that p; and p, have the same gamma factors.

Proposition 4.6.1. Let p; and p, be irreducible cuspidal k-representations of G, and
suppose that

V(o1 X 7. ¥) = y(p2 X 7, )
for all irreducible generic representations w of Gp—1. Then S(p1, p2, V) is stable under
the diagonal action of Gy,.

Proof. The restriction of a Whittaker function to P, is determined by its values on G,_
(embedded in G, in the top left). Therefore,

(W1, W) € S(p1, p2, ¥)

x 0 x 0
<:>W1(0 1)—W2(0 1) forall x € G,

Theorem 4.5.1 Z W1 (g (1)) W/()C) — Z W2 (g (1)) W'(x)

X€N—1\Gn—1 X€Ny—1\Gn-1
forall W' € W(P(n), Yg(x)), forall
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equality of ¥’s 0 1 , . 0 1 I
—_— ) Wl(x O)W(x)— > Wz(x O)W(x)

XENn—l\Gn—l XENn—l\Gn—l
forall W' € W(P(n), Yg(x)), forall

Theorem 4.5.1 0 1 0 1
S (4] =W, forall x € G,,—;
‘x 0 ‘x 0

~ (x O ~ (x O
< W (0 1) =W, (0 1) forall x € G,—;
& (Wi, Wa) € S(py . py ¥ ).

~0 00

(Note that we are applying Corollary 3.1.2 in the step labeled “equality of y’s” above).
Now if p € ! P, we have, fori = 1,2,

= ( ([ o) o)
—wi(( o)con)
=i (] ) o)

= Wi(g(‘p)) = (BWi)(g). @1
Thus if (W1, Wa) € S(p1, p2, ), then since S(pY, py, ¥ 1) is P,-stable we have
(5Wh, pWa) = (5W1,* W) € S(oY . pY ¥ ).

The above equivalences then imply that (pW;, pW,) is in S(p1, p2, ¥). Thus we have
shown that S(p1, p2, V) is stable under both P, and ’ P,. Since these two groups gener-
ate G, we conclude that S(p;, p2, ¥) is stable under G,,. |

Corollary 4.6.2. Suppose py and p, are irreducible cuspidal representations of G, over
k and suppose that
V(pr x 7w, ¥) = y(p2 X 70, ¥)
for every irreducible generic representation w of Gp—1. Let Wi, W5 be elements of the
Whittaker spaces W(p1, ¥i), W(p2, ¥r), respectively. Then the following equivalence
holds
Wilp, = Walp, if and only if W1 = Wj.

Proof. Let Wy € W(p1, ¥x) and Wo € W(p2, Yi) such that Wi |p, = W>|p,. Then for all
g € Gy, Proposition 4.6.1 implies that (gW;)|p, = (gW2)|p,. Evaluating at the identity,
we see that

Wi(g) = (gW1)(1) = (gW2)(1) = Wa(g),
so W1 = Ws. u
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Corollary 4.6.3. Let p € Repi(Gy) be irreducible cuspidal and fix W € W(p, ¥g). If
Wp, = 0then W = 0. In other words the map
W(p. yic) — Ind " v
W= Wip,

is injective (hence an isomorphism of P,-modules by Lemma 2.5.06).

Corollary 4.6.4. Let p; and p; be irreducible cuspidal k-representations of G, and sup-
pose that

)7(101 X T, \”) = )7(102 X 7T, 1//)
for all irreducible generic representations 7w of Gp—1. Then p1 = p».

Proof. By the previous corollary, for every W; € W(p1,v) there is a unique W, € W(pa, ¥x)
such that Wy |p, = W»|p,. This gives a morphism of k[G,]-modules

W(p1.¥x) — S(p1, p2. ¥).

Projection on the second factor gives a composite morphism

W(p1, ¥x) — S(p1. p2. Yi) — W(p2, Vi),

which is non-zero and G,-equivariant. Since p; and p;, are irreducible it follows that
p1 = P2. ]

A. Counterexamples to the naive converse theorem

We used Sage to discover counterexamples to the naive converse theorem mod £ for
GL,(IF,), following the explicit computations for gamma factors in [20, Theorem 21.1].
The code can be found in [2]. Our main function gammafactors computes Fy-valued
gamma factors. In the GL,(IF;) context, the “naive converse theorem” refers to the fol-
lowing.

Statement (Naive converse theorem). Let k be an algebraically closed field of character-
istic £. Let p an irreducible generic representation of GL,(F,),  a character of GL, (Fy),
and \ a non-trivial character of ¥y, all k-valued. For the gamma factor y(p x w, V) =
y(p, , V) defined by Theorem 3, if

y(px 0, ¥) = y(p' x 0, ¥) forallw € GL,(Fy),
then p = p'.
We found counterexamples to the naive converse theorem with k = IF; for the pairs
«,q) =(2,5),2,17),(3,7),(3,19), (5, 11), (11, 23), (23, 47), (29, 59).

In all of these situations, ¢ = 2! 4 1 for some positive integer i. Informed by this data,
we make the following.
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Conjecture. The naive converse theorem for mod { representations of GLy(IF;) fails
exactly when g = 20" + 1 for some value of i > 0.

Below, we make this conjecture precise by defining the naive mod £ gamma factor. We
then describe the algorithm through which we found the counterexamples.

A.1. Mod ¢ gamma factors of GL» ()

Our computations rely on the explicit realizations of gamma factors of irreducible cuspidal
representations of GL,(F,) as Gauss sums.

The specialization of Section 3 and Theorem 3 to n = 2, and m = 1 recovers the con-
struction of [20], and extends them to representations valued in any Noetherian Z[1/p, {,]-
algebra R. For simplicity, assume R is a field, let p be an irreducible generic R-representa-
tion of GL,(F,), and let @ be a character of GL1(F;) = F/ not exceptional for p. Then
y(p X w, ) is defined by the functional equation

voxon L w (s Now= L w(] e an

xeFy xeFJ
forany W € W(p, ¥).
Let R = [y with (¢,£) = 1 and (p, V) be irreducible cuspidal. Vigneras [28] con-
structs p = p, from a character v of F ;2. There is an identification
Vip, = Indj2 ¥ = {f:F) — F},
where the first isomorphism follows from Theorem 2.4.5 and the second is restriction to

IF; < P,. In these coordinates, there is a unique Bessel vector f € V satisfying

x 0

@ =s W (5]

) — S and p(n)f = y()f ne Ny

The second property together with the functional equation imply that

Y(py X @, Y) = Z Wy (2 (1)) w(x).

X
x€Fy

Using the properties of f, we replicate the computations of [20, Section 21] using the
constructions of [28] to recover

y(py x ©.9) =g v(=1) > v(O@h) Y +1).

tE]F;2
for 7 = 4. This realizes the naive mod £ gamma factor as a Gauss sum.

A.2. The algorithm

The algorithm executes two tasks:
(1) The function gammafactor computes gamma factors.

(2) The function iscounterexample detects equalities between gamma factors.
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The function gammafactor. Let g be prime. To compute the Gauss sums, we exploit
that all groups in sight are cyclic. We have the following variables:

* wis achoice of generator of F;z.

* coprime_m (resp. coprime_n) is the largest divisor of g> — 1 (resp. ¢ — 1) coprime
to £.

* nuis a choice of primitive root of unity of order coprime_m.

* omega is a choice of primitive root of unity of order coprime_n.

* psi is achoice of primitive g root of unity, and we fix the additive character y: F, —
[F; so that ¥ (1) = psi.

This allows us to identify characters of F;z and ]F; with integers in the relevant ranges as

follows:

* Fori € [0, coprime_m — 1], the character v; of F*, is defined by
q
vi(w) = nu'.

We will denote the cuspidal representation p,; by p;.

* For j € [0, coprime_n — 1], the character w; of ]F; is defined by
v (wtl) = omega’.

Note that w?*! is a generator of ]F;.

The input of the function gammafactor isthe triple (g, 1, j). Letting f =nu(Integer(m/2)),
the function returns

gf 1= £ * sum(nu’(1 * k) * omega’(j * k) x psi”(wk + w'(q*k)) for k in [0..m-1])

which computes

m—1

q-y(pi.wp) = vi(=1) Y v (@), @ITVF)y @ + k).
k=0

The function iscounterexample. This function compares the output of the function
gammafactor(q,i,j) for different values of i and j. First recall that, p; =~ p;s fori # i’
precisely when v; = vy, i.e., if i’ = ¢ -i mod m.

The function gammafactorarray first runs over all isomorphism classes of irreducible
cuspidal representations p;, removes duplicates, and records a list nonConjChars of inte-
gers j corresponding to a list of non-duplicate p;. In order to reduce runtime and avoid com-
puting unnecessary gamma factors, it next computes gammafactor (q, i,0) for all values
of i in the list nonCon jChars. If two values i and i’ have the same gamma factor y (p;, 1),
they are added to the list potential_duplicates. Finally, the function returns an array
gammafactorarray of gammafactor(q,i,j) forall i in potential_duplicates and
j in the range [0, coprime_n—1].
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The function iscounterexample then runs the utility function findduplicates,
which takes as an input an array and returns a list of duplicates among the rows of the
array. Finally, the function iscounterexample prints the list of duplicates.

Currently, the speed of the algorithm is restricted by the actual computations of the
Gauss sums, which runs at least in O(g?).

B. Example of y (r x n’, ¥) for GL,

In this appendix we give an example illustrating Theorem 2 in the case n = 2, m =1,
q = 5, and £ = 2. More precisely, we compute the new gamma factors y(p; X w, ¥) and
Y(py X w, ¥) of Definition 1 when p; and p, are the irreducible cuspidal representations
of GL,(IF) occurring in the first counterexample in the list in Appendix A.

Supposen = 2,m = 1,¢q =5, and £ = 2. Since Fg‘ has no elements of order 2 or 4,
there is only one irreducible representation w of G; = GL(IF;), namely the trivial char-
acter 1. Since the unipotent subgroup N is trivial, 1 is generic and the Whittaker space
Indgi (¥) is simply the space of _functions {f:Fj —TF,} with the action of right-translation.
There is an isomorphism A of Fy[[F]-modules,

A:Ind§! () — Fe[F)]
[ o,

X
x€Fy

for the action of ' ; on the target given by

g( Z axx) = Z oenglx.

X X
x€lFy x€Fy

Thus Ind¢ ‘(1//) is naturally isomorphic to the free (hence projective) module F, [F ]
By Sectlon 4.1, the indecomposable summands of Ind€ 1(1//) are precisely the projective
envelopes of the distinct irreducible yr-generic representations of G, of which there is
only one, namely 1. Thus Indgi (¥) is indecomposable and is the projective envelope
P(1). The endomorphism ring R(1) is

Endg, iy (IFg[IF 1) = Fe[F)].

The gamma factors 7(p x 1) are elements of the commutative ring R(1) = [Fy [F s our
aim is to compute them.

We must consider P (1) as a representation of G; with coefficients in the ring R(1) and
compute its R(1)-valued Whittaker model. The Bernstein—Zelevinsky derivative P(1)(")
is precisely P(1)n,,4- = P(1) so the map A above (considered only as a map of [F¢-vector
spaces) defines by Frobenius reciprocity a map

G
P(1) — Indy! (Vr))
f = Wy,
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where Wy (x) = A(xf). In particular, Wy (1) = A(f) € R(1). On the other hand, Sec-
tion 4.3.1 gives a way to describe Wy completely. Namely, given g € F ¢, we must have
(g * Wr)(1) = Wr(g) and also

(g* Wp)(1) = g-Wr(1) = gA(f)

(multiplication in the group ring R(1)), so we have

Wr(g) = gA(f).

(Note that composing Wy with the evaluation-at-identity map 6: P(1) — F¢ returns f, cf.
Section 4.3.)

Shortly, we will make use of a particular R(1)-valued Whittaker function of P(1). If
S is given by §x—1 we set W; = W; __,. Letting g be a generator of F, we have, for
i=0,1,2,3,

Wi(g') = g'A(f) = g'(1 + 0g + 0g* + 0g%) = g".

Given an irreducible cuspidal representation (p, V') of GL,(F,), we can compute
7(p x 1) in a similar manner to Appendix A, while working over I, [F;] instead of F,.
As in [20, Section 19] the Bessel function J, € W(p, ¥) is defined by the property
Jo(* 1) = 8x=1 and that it scales by ¥ (n) under both left and right-translation by n € N.
For such J, we have

Forx =3 g () 1) e,
xeFy

where W (x) is the element of W(P(1), WE(ll)) described above.

Let p; be the cuspidal representation of GL,(IF;) coming from the trivial character
]F;2 — F;; it is the irreducible cuspidal representation occuring as a subquotient of the
length-three module

Ind§>(1) = {h:GLy(Fy) — Fy : h(bg) = h(g). b € B2, g € G2},

which has the trivial character as a sub (the constant functions) and as a quotient [28]. The
method of [20, Section 13] works in this setting to construct cuspidals [28, Théoreme 2 (a)],
so following the computation in [20, Section 21], we find

P(p1 x1) = y(p1 x P(1))
=q' >y +Hm ()
teF>,
=g Y Y +HE'T)T
teF*,

viewed as an element of the group ring I, [F7]. On the other hand, let v: IE‘(;‘2 — Fex be
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the character sending a generator to a primitive cube root of unity and let p, be the cor-
responding cuspidal representation of GL,(IF;). Again following the computation in [20,
Section 21], we find

Ploy x 1) =g v(=1) Y v@)y @ + W ("9
telF*,
q
=q7"v(=1) Y vy + 1))
telF*,
q
In this context, Theorem 2 guarantees that, since p, and p; are distinct irreducible cuspi-

dals, 7(p1 x 1) # 7(p, x 1) in the ring I, [F]. This can be verified by direct computation.
By contrast, the naive gamma factors can be calculated,

y(pr x D) =q7" >yt + D17

X
te]qu

=g~ ) v+

X
tquz

y(py x 1) =g (=) D vy + H1('F)7)

X
ze]qu

=g v(=1) D vy +19),

X
te]qu

and both y(p; x 1) and y(p, x 1) are equivalent to 1 mod £.

C. {-regular gamma factors for GL,

In this appendix we construct an “{-regular” gamma factor for pairs (p, @) where p is
a mod £ representations of GL,(F,) and @ is a mod ¢ representation of GL;(IF;). This
modified factor is constructed by restricting to subgroups of matrices with £-regular deter-
minant. Namely, the linear functionals giving rise to the gamma factor are defined as sums
over these subgroups. In the mirabolic subgroup, the elements with £-regular determinant
have £-regular order and form a subgroup. The failure of this property for n > 2 prevents
us from extending the strategy.

For simplicity, unlike in the main part of this article we only construct the £-regular
gamma factors for irreducible cuspidal representations. One could probably also treat
Whittaker type representations, taking into account exceptional pairs, but we do not pursue
this.

C.1. Preliminaries

As before, let £ be a prime different from p and let k be a field of characteristic £ that is
sufficiently large (this means k contains all the m-th roots of unity where m is the l.c.m. of
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all the orders of elements of GL,(IF,)). We write G, = GL, (IF,) as before, and will focus
on G,. We regard G; C G as sitting in the top left. Again we work with the mirabolic
subgroup P, = N5 x G C G,. We let P, denote the opposite mirabolic subgroup. We fix
a non-trivial group homomorphism :F,; — k*, and view it as a character ¥: N, — k™
via the canonical isomorphism N, — F,.

We now define some auxiliary subgroups. First let ]qu £ denote the subgroup of IF
consisting of £-regular elements, i.e., elements whose orders are not divisible by £. Then
let

G5 = det™ ' (FY)
denote the subgroup of matrices with {-regular determinant, and let G = G, N Gé and
Pf = P, NG5 and Pf = P, N G5. Note Pf = N, x G¢ and that G, = P,G5.

Lemma C.1.1. The group generated by Pf and ﬁf is G%.

Proof. Let H be the subgroup of G, generated by PZE and }726. Clearly Pf C Gﬁ and
P} C G&, and thus H C G%.

For the opposite inclusion we argue as follows. By row reduction, SL, (I, ) is gener-
ated by the elementary matrices with 1’s on the diagonal and a single non-zero entry off
the diagonal. Namely, SL, () is generated by N, and U,.But N, C Pf and U, C ]324 S0
SL,(F,) C H. We are done if for every element a of }F; ** we can find an element 1 € H
such that det(h) = a (for then H contains a full set of representatives for Gg / SLa(Fy)).
But we can just take diag(a, 1). |

Theorem C.1.2 (Clifford’s Theorem [4, Section 11.1]). If G is a finite group, H < G, and
p is an irreducible representation of G over any field k, then

,
plu = EPrf.

i=1
where {p; | | < i <r} isa set of pairwise non-isomorphic irreducible representations of

H over k. The p;-isotypic components pf are permuted transitively under conjugation by
Gandp = IndgabG(pi)(pf)for alli e{l,...,r}.

Since G acts by conjugation on the set {p1, ..., pr} it follows that H C Stabg (p;)-
But G acts transitively so r = [G : Stabg (p;)], which divides [G : H].

Proposition C.1.3. If (p, V) is an irreducible generic representation of G, then
dimg Homp, (V, ¥) = 1.

Proof. [30, Sections II1.1.7, I11.5.10] proves that dimy Homp, (Indﬁz2 ¥, V) = 1. Equiva-
lently, dimg Homp, (y, V') = 1 but N is abelian of order prime to £ so V|, splits as the
direct sum of characters, so V|, contains ¥ once. Thus dimg Homp, (V, ) = 1. ]

Theorem C.1.4 ([30, Theorem III.1.1]). If (p, V) is an irreducible cuspidal representa-
tion then V|p, = Indf:,z2 Y. Furthermore, Indf,z2 Y is irreducible.
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C.2. Definition of the y-factor

Fix an irreducible cuspidal (hence generic) representation (p, V') of G,. By Theorem C.1.2
we get a decomposition

,
Ploe = D4 (C.1)

i=1
where each (p;, V;) is an irreducible representation of Gﬁ and G, permutes them transi-

tively. Moreover,
G>

p= IndStabGz (o) P f

for any i.

Lemma C.2.1. The restriction p|G§ is multiplicity free. In other words, e = 1.

Proof. 1f N> denotes the group of characters N — k™ then by Theorem C.1.4 we have

plv. = D x (C2)

X#1EN;

Each element of N, is £-regular, so N, C G; and (C.2) is a further decomposition of (C.1).
It follows that in the decomposition p|G§ = A, @ - - @ A; into irreducibles, we have
that A; 22 A; if i # j since their restrictions to N, are not isomorphic. |

By Proposition C.1.3,

4
I = dimy Homy, (V. ) = dimy Homg, (V. Ind? /)

,
= dimy ( D Homg; (V. 1nd$? w))

i=1
. . . G} . . .
so there exists a unique iy, such that HomGg (Vi Ind Nz Y¥) # 0 (and is one-dimensional).

¢
Write (py, Vy ) for the representation (p;,,, Vi, ). Fix a generator Wy,: Vy, — Indgz Y. The
image of Wy, is denoted WK(V,/,) and is called the £-regular Whittaker model of p.

¢
Proposition C.2.2. Indzl\),z2 Y is irreducible.

Proof. Note N, is a normal subgroup of le with quotient isomorphic to the abelian group
Gf, SO we can write

2 J4 J4
Endpzz (Indf,z2 1//) = Homy, (1//, Resj:,z2 Indjlz,z2 1//) = Homy, (1//, @ (x > W(gx))),
ger

which is clearly one-dimensional since x — ¥ (gx) is not equal to  for any g € Gf
except when g = 1. Since le has order prime to £, the result follows from basic character
theory. ]
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Corollary C.2.3. The composition
¢
RCSG%
Vy 2 1dSy — % na??
v nd,y” ¥ nd,’ ¥
is an isomorphism of le-representations.

S . . Pt
Proof. By construction it is a morphism of Pzi—representatlons. Both Vy and Ind sz Y are

irreducible, so we just need to show that the composition is non-zero. But the Frobenius
reciprocity isomorphism

Gt ~ pt
Hom, (V. Ind,? V) — Hom,p, (Ve Ind)? V)
. . . . G . _—
is precisely composition with Res P% and the fact that Wy, is non-zero means that its image
2
under the above isomorphism is as well. ]

Corollary C.2.4. For an irreducible cuspidal representation (p, V'), the number r of irre-
ducible summands in (C.1) satisfies r = [P : Pze] Consequently, Stabg, (oy) = Gf.

Proof. Note
_ dimgp _ dimeIndZ g [Py No] y: P
Py iy tndlz g (P2 N B
Since p = Indgsz2 (oy) P¥> and since G, = P, Gﬁ, we obtain
(G2 G3] = [P2: P3] = [Ga : Stabg, (py)]
so the inclusion Stabg, (0y) C Gg is an equality. ]

Next we prove the key one-dimensionality result that lets us deduce the existence of
the gamma factor as the ratio between two linear functionals in a functional equation. Note
that because k has characteristic £ any character w: G; — k™ is uniquely determined by
its values on Gf.

Corollary C.2.5. For any character w: G, — k*,
. . Y] _
dimg Blle ('W (oy) ® w, 1) =1.
Proof. Note
Bil g (Wpy) ® ®,1) = Homg (Vy., o™ Y.
¢
By Corollary C.2.3 we have Vi, | pL = Indjj‘;z2 Y. The map

2 ~
Indy? ¢ = k[G{]

refeer (i)
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gives an isomorphism with the regular representation. But Gf is a cyclic group of order
prime to £ so k[Gf] contains every k-valued character of Gf with multiplicity one. |

Definition C.2.6. Following Section 3.1, for W € ‘W¢ (py) and w: G; — k™ a character
we define

rwe) =Y W()(; ?) w(x).

xer
‘W)=Y w 0 1 w(x)
T x 0
xeG{

Then I4(W, w), T“(W, w) € BilG{z("W[ (py) ® w, 1) are two non-zero elements. But
in view of Corollary C.2.5 this space is one-dimensional, so we make the following defi-
nition.

Definition C.2.7. For w:F — k™ acharacter, the {-regular gamma factor Y(pxw,¥) €
k is the unique (non-zero) element satisfying

IZ(W, a))yl(p Xw,¥) = ﬂ(W, ).
C.3. Converse theorem

We now show that the £-regular factor satisfies a converse theorem; our strategy mirrors
that of Section 4.6. Suppose (p1, V1) and (p,, V>) are two irreducible cuspidal k-linear
representations of G, and further suppose that

Vi x o, 9) =y (p2 x 0, 9)
for all w: G} — k*. Let W& = WE(Vy ) and WS = WE(Vay).
Definition C.3.1. Let
S(p1. p2. W) i= {(W1, Wa) € Wi x Wj Wilpe = W2|p24}-

By definition there is a diagonal action of Gf on S(p1, p2, ¥) and S(p1, p2, V) is
Pf-stable for this action.

Lemma C.3.2. Ifg € Gé and (Wi, Ws) € S(p1, p2, V), then (gW1,gW2) € S(p1,p2, V).

Proof. First note that since W;, W, are Whittaker functions,

W1, Wa) € S(p1,p2, V) < W; ()(; (1)) =W, ()(; (1)) forall x € Gf

I*Wh, w) = IY(W>, ) for all w

Artin’s lemma

equality of y‘Z ~ ~p
————— ["(W,w) = I*"(W,, w) forall w

Artin’s lemma 0 1 0 1 ¢
= ———1 Wl = WZ forall x € Gl
x 0 x 0
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~ (x 0y = (x O ¢
(E)WI(O 1)—W2(0 1) forall x € G}

== (W1, W,) € S(pY,py, v").

Here Artin’s lemma (the n = 1 version of completeness of Whittaker models) refers to the
dual statement to linear independence of characters, which holds for k-valued characters
of an abelian group H, provided that char(k) + |H|, see [20, Section 1]. Now if p € 1524
and W € W(p;, ) (fori = 1,2), then forall g € Gg we have, as in (4.1),

PW(9) = (FW)(g).
Thus if (W, W’) € S(p1, p2, V) then
(PW . pW') = (W W) € S(p” 0¥,y ™)
since S(p¥,0V, ¢y~ 1) is Pze-stable and ‘p € Pze. By the above equivalences we see that
(pW, pW') € S(p1, p2, V). We conclude by noting that PZZ and er generate Gﬁ. |
Following the same ideas as the proof of Corollary 4.6.2, we deduce:

Corollary C.3.3. If W, € W} and W, € WY, then
W1|Pzé = Wzlpzz if and only if Wi = Ws.

Theorem C.3.4. If y*(p1 x 0, V%) = y*(p2 x @, V) for all 0: G¥ — k*, then py = p.

Proof. Since p; = Indg% p1,4 and py = Indgﬁ P2,y it suffices to show that 'Wf = "Wf,
2 2

since then py y 2 p2 y . But 'Wf lp, = "Wf | p,, so we apply Corollary C.3.3 to conclude. m
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