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Explicit construction of matrix-valued
orthogonal polynomials of arbitrary size

Ignacio Bono Parisi

Abstract. In this paper, we explicitly provide expressions for a sequence of orthogonal polyno-
mials associated with a weight matrix of size N, constructed from a collection of scalar weights
Wi, ..., wp of the form W(x) = T(x)diag(wq(x),...,wn (x))T(x)*, where T(x) is a spe-
cific polynomial matrix. We provide sufficient conditions on the scalar weights to ensure that
the weight matrix W is irreducible. Furthermore, we give sufficient conditions on the scalar
weights to ensure that each term in the constructed sequence of matrix orthogonal polynomials
is an eigenfunction of a differential operator. We also study the Darboux transformations and
bispectrality of the orthogonal polynomials in the particular case where the scalar weights are
the classical weights of Jacobi, Hermite, and Laguerre. With these results, we construct a wide
variety of bispectral matrix-valued orthogonal polynomials of arbitrary size, which satisfy a
second-order differential equation.

1. Introduction

The theory of matrix-valued orthogonal polynomials, which are matrix polynomials
orthogonal with respect to a matrix-valued inner product defined by a weight matrix
W(x), was initiated in 1949 by M. G. Krein [24,25]. Since their origin, matrix-valued
orthogonal polynomials have extended the classical theory of scalar polynomials to
a richer matrix context. This generalization has provided new tools and insights in
various mathematical fields, including spectral theory, integrable systems, operator
theory, and special functions.

These polynomials are of particular interest when they are eigenfunctions of a
matrix-valued differential operator, extending the classical scalar orthogonal polyno-
mials of Hermite, Laguerre, and Jacobi.

The classification of all weight matrices W(x) whose associated sequences of
orthogonal polynomials are eigenfunctions of a second-order differential operator is
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known as the matrix Bochner problem. This problem was initially posed by S. Boch-
ner [1] for the scalar case and later extended to the matrix case by A. Durdn [14].
While this problem is solved in the scalar case (S. Bochner [1]), it remains open in
the matrix setting. A major breakthrough was achieved by R. Casper and M. Yakimov
[11], who provided a full classification of solutions under a natural additional hypo-
thesis. Complementary progress was made in [2, 3], where the authors constructed
irreducible weight matrices that do not satisfy this hypothesis, showing the existence
of solutions beyond the initial classification established by R. Casper and M. Yakimov.

In general, given a weight matrix W(x), obtaining explicit and manageable expres-
sions for the associated orthogonal polynomials is a challenging task. There are some
techniques in the literature to obtain this expression like the Rodrigues formula, which
involves computing the n-th derivatives of the weight matrix, to derive expressions for
matrix-valued orthogonal polynomials (see [7,8,15,17,18,22,23]). Another approach
to obtaining an expression for a sequence of orthogonal polynomials is by using the
Darboux transformation, which involves factorizing an operator and then mapping a
known sequence of orthogonal polynomials to a new sequence via a differential oper-
ator (see [4,6,9, 11]). However, these techniques require the weight matrix involved
to be sufficiently well-behaved, and even then, they do not always yield manageable
formulas.

Explicit expressions of matrix-valued orthogonal polynomials are crucial, as they
provide concrete examples for verifying and extending well-known properties from
scalar orthogonal polynomials to the matrix setting. Furthermore, these expressions
are indispensable for applications, such as the time and band limiting problem over a
non-commutative ring and matrix-commutative operators (see [10, 12, 13, 19-21]).

In this paper, we construct explicit expressions for matrix-valued orthogonal poly-
nomials associated with specific weight matrices of the form

W(x) = T(x)diag(wy(x), ..., wy ()T (x)*,

where T'(x) = e4*

, with A a nilpotent matrix and w1y, ..., wy are scalar weights. For
certain choices of the scalar weights wj;, the resulting weight matrices have already
appeared in the literature. Specifically, for N = 2, they were studied in [16] for the
Hermite and Laguerre scalar weights, and for arbitrary size, they appear in [3] when
the scalar weights w; are classical weights of the same type and satisfy the condition
that w; (x)/w; (x) is not a rational function. The latter cases correspond to solutions
of the Bochner problem that fall outside the scope of the classification theorem by
Casper and Yakimov [11].

In this work, we extend the freedom in the choice of the scalar weights w;, allow-
ing them to go beyond the classical examples. Our main result is Theorem 3.1, in
which leveraging the structure of these weight matrices, we derive simple and explicit
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expression for a sequence Q,(x) of orthogonal polynomials for W(x) in terms of the
monic orthogonal polynomials p,’ (x) of the scalar weights w; (x). The expression
we obtain for @, is quite manageable and is given by

pnt(X) arpytqi(x) 0
wp 2 w32
—a B s 0 PP —ayBE 2 ()
0 azpytqi(x) pn(X)
04112
0 0 @%[)n ()
0 0 0
0 0
0 0
a3p,1fil(x) 0
T(x)" L.
Pt (x) a4"";’$5 ”nzp" L (x) (x)
asppi(x) P (x)

In this way, we can create an extension of scalar orthogonal polynomials to matrix-
valued orthogonal polynomials and generate a wide variety of examples.

For the benefit of the reader, in (3.9) and (3.10) we present the explicit expressions
of the weight W and the polynomials Q,, (x) for the particular cases when N = 2 and
N =3.

A natural question that arises is whether these matrix-valued polynomials are bis-
pectral. In Theorem 4.1, we establish a sufficient condition on the scalar orthogonal
polynomials p," to ensure that the matrix polynomials constructed in Theorem 3.1
are eigenfunctions of a differential operator. Using this result, in Section 4 we con-
struct several families of bispectral sequences of matrix-valued orthogonal polynomi-
als from the classical Hermite, Laguerre, and Jacobi polynomials. We even construct a
novel sequence of bispectral polynomials by combining weights from different clas-
sical families, specifically a Hermite weight and a Laguerre weight. To the best of
our knowledge, this approach of mixing weights from distinct families has not been
explored in the literature before.

We take advantage of the explicit expressions of these orthogonal polynomials to
analyse when they can be connected to direct sums of classical scalar orthogonal
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polynomials via Darboux transformations. Furthermore, these expressions offer a
straightforward approach to deriving the three-term recurrence relation and explor-
ing additional properties of the polynomials.

Finally, we study the irreducibility of the weight matrices W, which depends on
the choice of the scalar weights w;. In Section 5, we show that there are many situ-
ations in which W is an irreducible weight. Thus, the choice of scalar weights w; is
not as restricted as it might initially appear, and a wide range of irreducible examples
can be constructed.

The paper is organised as follows. In Section 2 we give the preliminaries of matrix-
valued orthogonal polynomials, the Darboux transformation, and the classical scalar
polynomials. In Section 3, we introduce the weight matrix W constructed from a
finite collection of scalar weights supported on the same interval. In Theorem 3.1,
we provide an explicit expression for a sequence of matrix-valued orthogonal poly-
nomials for W in terms of the scalar monic orthogonal polynomials associated with
the collection of scalar weights. In Section 4, we study explicit examples construc-
ted from the classical weights in order to obtain examples that are bispectral, and we
study the relationship of these examples with Darboux transformations of a direct sum
of scalar weights. Finally, in Section 5, we discuss the irreducibility of the weights W
constructed in Section 3.

2. Background

2.1. Orthogonal polynomials and the algebra of differential operators

Definition 2.1. A weight matrix W of size N supported on an interval (xg, x1) is
an integrable function W: R — Maty (C) such that W(x) is definite positive almost
everywhere in (xg, x1), W(x) = 0 if x ¢ (x¢, x1), and f;ol x"W(x)dx < oo for all
n=>0.

For a weight matrix W, one can induce an inner product in Maty (C[x]) given by
X1

(P,Q) = / P(x)W(x)Q(x)*dx forall P, Q € Maty (C[x]).

X0

By using the above inner product, one can construct a sequence of orthogonal polyno-
mials @, (x) for the weight matrix W . That is, for each n € Ny, O, (x) is a polynomial
of degree n with leading coefficient a non-singular matrix, and (Q,, Q) = 0 for all
n # m. Moreover, if R, (x) is another sequence of matrix-valued orthogonal polyno-
mials for W, then R, (x) = M, Q, (x) for some sequence of invertible matrices M, €
Maty (C). By a standard argument (see [24,25]), one can prove that the sequence Q,
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satisfies a three-term recurrence relation of the form

On(x)x = ApOn+1(x) + BnQn(x) + Cn Qn—1(x)

for some sequence of constant matrices A,, By, C,, € Maty (C).

In other words, the sequence Q,(x) is an eigenfunction of a discrete operator
L = Ap8 + B, + C,87 1, where §/ acts on the left-hand side on a sequence as
8/ - pn = pn+j,for j € Z. We have that

L 0n(x) = Qnlx)x. 2.1

Throughout this paper, we consider differential operators

D=3 ¥ Fx),

Jj=0

where 0 = j—x, and F;(x) is a matrix-valued function. These operators act on the
right-hand side of matrix-valued functions as follows:

P(x)-D =) 9 (P)@)F;(x).

j=0
We introduce the algebra D (W).

Definition 2.2. Given a weight matrix W, we introduce the algebra O (W) of all
differential operators that have a sequence of orthogonal polynomials for W as eigen-
functions. That is,

DW)={D =39 F;| 0u(): D = An(D) Qu(x). An(D) € Maty (C).n = 0.

j=0
where O, (x) is a sequence of orthogonal polynomials for W.

Remark 2.3. The definition of (W) is independent of the choice of the sequence
of orthogonal polynomials for W. This is because any two sequences of orthogonal
polynomials, @, and R,, for W differ by an invertible matrix M,,. Consequently,
OQn(x)- D = Ay(D)Qn(x) if and only if Ry(x) - D = My Ay(D)M,; ' Ry(x). Thus,
a sequence of orthogonal polynomials Q,, is an eigenfunction of an operator D if and
only if any other sequence R, for the same weight W is also an eigenfunction of D.

If there exists a non-constant differential operator D € D (W), then, along with
the operator defined in (2.1), O, is simultaneously an eigenfunction of both a discrete
operator and a differential operator:

L-0n(x) = 0n(x)x and Qu(x)-D = Ay(D)Qn(x).

In this case, we say that Q,,(x) is bispectral.
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Given two weight matrices W and w supported on (xg, x1), we say that W is
similar to W if there exists a non- singular matrix M € Maty (C) such that W(x) =
MW(x)M*, for all x € (x,, x1). In this case, we have that Q,(x) is a sequence of
orthogonal polynomials for W if and only if Q ,,(x) MQ,(x)M™! is a sequence
of orthogonal polynomials for W, and their associated algebras satisfy that DW) =
MODW)M™1.

Definition 2.4. A weight matrix W of size N supported on (xg, x1) is said to be
reducible if there exist weight matrices W; and W, of sizes N; and N, respectively,
with N = N; + N,, and a non-singular matrix M € Maty (C) such that

_ Wl(x) 0 *
W(x) = M( 0 Wz(x))M for all x € (x¢, x1).

We say that W is an irreducible weight if it is not reducible.

2.2. The Darboux transformation

In this subsection, we introduce the notion of the Darboux transformation between
weight matrices.

Definition 2.5. We say that a differential operator D is a degree-preserving operator
if, for every polynomial P of degree n, it follows that P(x) - D is a polynomial of
degree n for all but finitely many 7.

Definition 2.6. Let W and W be weight matrices of size NV, and let 0, (x) and Qn (x)
be a sequence of orthogonal polynomials for W and W, respectively. We say that w
is a Darboux transformation of W if there exists a differential operator D € D (W)
that can be factored as D = D;D,, with Dy and D, degree-preserving operators,
such that

On(x) - D1 = A, 0 (),
for some sequence of constant matrices A,, for all n > 0.

As a consequence of the above definition, it follows that the operator D= D, Dy
belongs to the algebra @(W).

A sufficient condition was given in [6] to ensure that W is a Darboux transforma-
tion of W without requiring the factorization of a differential operator.

PrOpOSItlon 2.7 (Theorem 3.3, [6]). Let W and W be welght matrices, and let Qy,
and Qn sequences of orthogonal polynomials for W and W, respectively. If there
exists a differential operator D1 such that

P,(x)-D; = Anﬁn(x) foralln € Ny,
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with A, € Maty (C) non-singular for all but finitely many n € Ny, then W is a Dar-
boux transformation of W.

2.3. Classical orthogonal polynomials

We recall some properties of the classical scalar polynomials of Hermite, Laguerre,
and Jacobi.

2.3.1. Shifted Hermite polynomials. The monic shifted Hermite polynomials,
which we denote by &, (x — b) with b € R, are orthogonal with respect to the weight

—x242bx

wp(x)=e supported on (—o00, 00). They have squared norm ||, (x — b)||? =

«/nebzn 127" and can be expressed using the Rodrigues formula:
(=n" X2 ar
e e
n dxm

—x2

hn(x) =
The sequence of orthogonal polynomials satisfies the second-order equation
ha(x —b) - (8% + 3(=2(x — b))) = —2nh,(x —b).

2.3.2. Laguerre polynomials. The monic Laguerre polynomials EE,“) (x), @ > —1,
are orthogonal with respect to the weight wy (x) = e~ x% supported on (0, 0c0). Their
squared norm is ||Z,(,“) (x)||> = n!T'(n + o + 1) and they can be expressed by the
Rodrigues formula:

dn
6O) = (“)et
dx"

The sequence of orthogonal polynomials satisfies the second-order equation

(e *x"T).

(9 (x) - (0%x + A + 1 —x)) = —nl®P(x).

2.3.3. Jacobi polynomials. The monic Jacobi polynomials J,f“’ﬁ ) (x), @, B > —1,
are orthogonal with respect to the weight wq g(x) = (1 —x)%(1 + x)# supported on
(=1, 1). They have squared norm

1@ (o) = 22n+a+ﬂ+1n!r(n +a+DI'n+B+DI'n+a+6+1)
TRn+a+B+2)TQn+a+pB+1)

and are given by

dn

dxm

=D"
(n+a+pB+1),

1P () = (1= (1 +0) P —— (=) (1 +x)"HF),

The sequence of orthogonal polynomials satisfies the second-order equation

TP (x) - (P21 —x?) + 0B —a—x(a+ B +2) =—n(n+a+ B+ 1)J@P(x).
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3. Construction of matrix-valued orthogonal polynomials

This section aims to present our main theorem. Given a collection of scalar weights
supported on the same interval, we construct a weight matrix W, and we expli-
citly give a sequence of matrix-valued orthogonal polynomials for W in terms of
the sequences of orthogonal polynomials of the initial scalar weights.

Let wj (x) be a scalar weight supported on (xo, x1),for j =1,..., N. We consider
the N x N weight matrix given by

W(x) = diag(wi(x). ..., wx (x)). (3.1

Let A be the nilpotent matrix

[N/2] [(N-1)/2]
A=Y ayj1Eyjaoj+ Y. azjEzjrinj. aj € R—{0}, (3.2)
j=1 j=1
0 ag 0 0 0 O
0 0 0 0 0 O
0 an 0 as 0 0
A=]10 0 0 0 0 O
0 0 0 a4 O as
0 0 0 0 0 O
We introduce the weight matrix W(x) given by
W(x) = TWT(x)*, (3.3)

where T'(x) is the exponential matrix T'(x) = e4* = Ax + 1.

We want to determine a sequence of orthogonal polynomials for W in terms of the
monic scalar orthogonal polynomials for w;. Let p:,u /(x) be the sequence of monic
orthogonal polynomials for the scalar weight w;. The sequence of monic orthogonal
polynomials for the diagonal weight W defined in (3.1) is given by

Py (x) = diag(p," (x), ..., p; N (x)).

The squared norm of P, (x) is given by
x1

nmwzmumW=/%mﬁmmuwmzwmwfﬁmwﬁﬂm

X0

which is an invertible matrix for all n» > 0. With these elements in place, we can now
state the following theorem.
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Theorem 3.1. Let wy, ..., wx be scalar weights supported on (xg, x1). Let A be
the nilpotent matrix defined in (3.2), W(x) = T(x) W(x)T(x)* be the weight matrix
defined in (3.3), with W(x) = diag(w1(x), ..., wx (x)). Let pp”’ (x) be the sequence of
monic orthogonal polynomials for wj(x), and P,(x) = diag(py ' (x), ..., pn ™ (X))
The following definition introduces a sequence of matrix-valued orthogonal polyno-
mials for W

On(x) = Pp(x) + APpy1(x) = | Pal?A* | Pact |7 Pac1(x) — Pu(x)Ax
+ ”Pn”zA*”Pn—l ||_2Pn—1(x)Ax-

Forn = 0, we take | P_1||72 to be 0, i.e., Qo(x) = Po(x) + AP;(x) — Py(x)Ax.

Proof. Let M be the set

[V/2] [(N-1)/2]
M= {M = Z mzj—lEZj—l,Zj + Z mszsz,-l,zj, mj; € (C} (3.4)
j=1 Jj=1

We note that the nilpotent matrix A belongs to M. Given a diagonal matrix D =
diag(dy,...,dy) and M € M, it follows that

[N/2] [(N-1)/2]
DM = Z dyj—1maj—1Ezj-12j + Z daj+1majEzjy12j € M,
j=1 j=1
(3.5)
[N/2] [(N-1)/2]
MD = Z dyjmaj 1Ez;_12; + Z dajmajEzjt12j € M.
j=1 =1
Besides, it is easy to check that
M1M2=0 fOI'allMl,MQGM. (36)
By (3.5), we obtain that
[N/2]
wo Woij—
APpi1(x) = Pa(0)Ax = Y azj1(pyyi(x) = pn >/ (0)x) Ezjo1 2
j=1
[(N-1)/2]
wo wo
+ a2; (Ppit (x) = pn TN (X)x) Ezjt1,25-
j=1

Since py,” is a monic polynomial, we have that AP, 1(x) — Py (x)Ax is of degree
less than or equal to n. We write AP, +1(x) — Py(x)Ax = 2720 C;x/, with C; € M.
Then, the leading coefficient of 0, (x) is given by

Ky =1+ |Pul?A*| Pail| A + Ca.
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We need to show that K}, is non-singular for all » > 0. First, note that if a matrix
B satisfies that B2 = 0, then the matrix I + B is non-singular because

I+ B —-B)=1.
Then, K, is non-singular if and only if

(I + | Pul>A*)Kn(I — Co)(I — || Pur ]2 A)
=1 + | Pu|?A* — || Pyy|| 24

is non-singular.
The matrix I + || P, ||2A* — || Py—1]| 724 is

1 —alp, 2172 0 0 0 0
aillpn 2|2 1 azllpn 2112 0 0 0
0 —axlp, 27> 1 —aslp, 2172 0 0
0 0 aszllpn 12 1 agllpy 12 0
0 0 0 —asllp, 2172 1 —aslp, 272
By Theorem A.1 in the Appendix, it follows that
[(V+1)/2]
det(I + || Pa|?A* = [ Paa |2 =1+ > Piy =+ Piy s
k=1 1<ij<iz<-<ix<N-—-1
where
o1 = 2 ||pn2||2
AN
2 ||pn2||2
P2 = dy w3 12’
[yl
||pn4||2
P2 = 030
||pw2[(l+l)/2] ”2
i =a; Wi,
I p, 20|12

Since p; > Oforall 1 <i < N — 1, it follows that
det(] + || Pul|>A* — || Pu—1l|72A4) # 0.

Thus, K, is non-singular for all n > 0.
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Finally, we need to show the orthogonality. By (3.5) and (3.6), it follows that
0n(X)(I + Ax) = Py(x) + APy 1(x) — | Pu|PA*|| Poi || 2 Puci(x).  (3.7)
Let n # m, we have that

(On. Om)w = (OnT, OmT)
= (P, Pn)jy + A(Pni1. Pm)
— (P, Pn1) || Pm—1 | 2 Al P |* + (P, Prng1) p A
— | PulPA* | Pact |7 (Pa—t. Pm) iy + A(Pus1. Pmy1)p A*
+ | P2 A (| Pat |72 ( Pty Pt 7 || Pm—1 | 7> Al Pra|*.

From here, by the orthogonality of P, with respect to (-, -) 37, we obtain that

(QQO)W=A<Pn+1aPm>~_(Pn’Pm 1)W||Pm 1||_2A||Pm||2
+ (Pus Pt g A" = | Pul > A Put |7 (Paet, Pr) - (3.8)

To conclude the proof, we need to consider three cases:n = m + 1,n = m — 1, and
n#m+1andn # m — 1. In all three cases, it can be straightforwardly concluded
that (3.8) is equal to 0. ]

Proposition 3.2. The squared norm of Q,, is given by
1Qull? = 1Pull® + All Pasa [ A™ + || Pu|> A" (| Pa—r |2 Al Pu 1.
Proof. We have that

10ul* = (Qu(I + Ax), Qn(I + AX))

The result follows directly by computing the inner product and using the expression
Qn(x)(l + Ax) = Pn(x) + APn-H(x) - ”Pn ||2A*”Pn—1 ||_2Pn—1(x)' u

Explicitly, the expression of the weight matrix and the sequence of orthogonal
polynomials for N = 2, and N = 3, are given as follows.

2 x 2 case. We have

_(wi(x) + a?x?wa(x)  axws(x)
W) = ( axwy(x) wa(x) ) 69
pn' (x) a(py31(x) = pu' (x)x)
On(x) = Ly 212

—Cl” wl ||2pn 1( ) az%l)n l(x)x+pn2(x)
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3 x 3 cases. We have

a2x2wy(x) + w1 (x) a1xwy(x)  ajaxws(x)
Wi(x) = arxw;(x) Wy (x) axwy(x) . (3.10)
a1axwy(x)  apxwy(x)  a2xwa(x) + ws(x)
and
pn' (%)

0,(x) = Mpun (x)
lpy L 02 £l

0
ar(ppii(x) — pu't (x)x) 0
2pn 2112 3lpn 2112 —ay|p2 2
ST P (X + pi2(x) + 2R pd (n)x —e2lp s (x)
[N TN e
az(py 21 (x) = pu (x)x) i (x)

4. Bispectrality and Darboux transformation

This section focuses on the bispectrality of the matrix orthogonal polynomials. We
state a sufficient condition on the scalar polynomials to ensure that the sequence
of matrix orthogonal polynomials for a weight matrix W, as defined in (3.3), is an
eigenfunction of a differential operator. We develop examples constructed from clas-
sical scalar weights and obtain new families of bispectral orthogonal polynomials.
Additionally, as regards the classification of the Matrix Bochner Problem in [11], we
analyse whether the constructed weights arise as Darboux transformations of diagonal
scalar weights.

Theorem 4.1. Let p,’ (x) be the sequence of monic orthogonal polynomials associ-
ated with the scalar weight w;, for i = 1,..., N. Consider the nilpotent matrix A
as defined in (3.2) and the polynomial matrix T (x) = e*. Assume that the sequence
prl(x) is an eigenfunction of a differential operator §;, satisfying

pn'(x) - 8i = An(8i) Py (%),

with the condition

An(82i-1) = Ap41(82i), foralll <i <[N/2],

4.1
Ant1(82i) = Ap(82i41), foralll <i <[(N —1)/2]. @D
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Then, the sequence of matrix-valued orthogonal polynomials Qy(x) constructed in
Theorem 3.1 for the weight matrix W(x) = T (x) diag(wy, ..., wy) T (x)* is an eigen-
function of the differential operator D = T (x) diag(8y.....8n5)T (x)"},

Qn(x) -D = diag(An((Sl), cees An(‘gN))Qn(x)-

Proof. Let P,(x) = diag(p2' (x), ..., p’™ (x)), and let D = diag(, ...,8x). By
hypothesis, the sequence P, (x) satisfy the equation

Py(x)- D = Ap(D)Py(x),

where A, (D) = diag(A,(81). ..., An(8n)).
Now, we make the following observation. For a nilpotent matrix

[N/2] (N-1)/2]
M= Z moj_1E2i 1,25 + Z majEsji12;,
j=1 j=1
where m; # 0 for all j, and for the diagonal matrices B = diag(by,....by) and

C = diag(cy,...,cn), it follows that BM = M C if and only if
byj—1 = c2j forall1 < j <[N/2]
and
c2j =byj4q foralll < j <[(N—-1)/2].
Using the identity (3.7), we compute

0n(x) - T(x)D = (Py(x) + APyi1(x) — || Pal>A* || Paei | Puci(x)) - D
= An(ﬁ)Pn(x) + AAn-i—l(ﬁ)Pn-H(x)
— 1 PulPA* | Pact "2 Ape1 (D) Py (x). 4.2)

Since the hypothesis states that the eigenvalues satisfy (4.1), it follows from our
previous observation that

ANn41(D) = Ay(D)A,

and
1Pl A*|| Paci | 2 Ap—1(D) = An(D)|| Pall* A* || Pper ] 2.

Substituting these into (4.2), we obtain
Qn(x) - T(x)D = Ay (D)0, ()T (%),

which completes the proof. |
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In the following subsections, we use the Theorem 4.1 to construct bispectral
matrix orthogonal polynomials with the classical scalar polynomials of Laguerre,
Hermite, and Jacobi.

4.1. Laguerre-type

Letay,...,any > —1. We consider the scalar Laguerre weights w; (x) = e *x%, and
we construct the weight matrix W as in (3.3),

W(x) = T(x)diag(e *x*,..., e *x*N)T(x)*.

Let 8, = 0%x + d(a + 1 — x) be the second-order differential operator of Laguerre.
The eigenvalue of 8y is A,(6q) = —n. By considering the operators § and
8o
it follows that Q,(x) is an eigenfunction of the second-order differential operator
D = T(x)DT(x)"!, where D = diag(8q,. ..., 0ay) + ZE.Z/OZ] E>j»j. This proves

that O, (x) is bispectral. The explicit expression of D is given by

a1

+ 1, the eigenvalue condition (4.1) is satisfied. Thus, applying Theorem 4.1,

D = 3*xI + d(Br —xI +2xA + x[A, BL]) + ABL + K,

where
N [(N/2]
BL = Z(O(j + I)Ej,j, and K = Z Egj,zj.
j=1 j=1
Explicitly, for N = 2, we take the scalar Laguerre weights wy (x) = e *x%, and
wg(x) = e *xB for o, B > —1. We have the weight matrix W given by
e XY Fa?xPr? axPH
W(x)=e"
w=e (U AN
The sequence of orthogonal polynomials Q, for W is given by
0,00 ( 0 (x) a(C), (o) = 67 (x)x) )
n(X) =
—an Fg:(:ﬁ:_)1)€’(1a_)l(x) a’n —”r"&'fi—)l)eff‘_)l(x)x + dtﬁ)(x)

where ZS,“) (x) and Z,(,ﬁ )(x) are the sequence of monic orthogonal polynomials for
w1 (x) and wy(x), respectively. We have that 9, (x) is eigenfunction of the second-
order differential operator

Y a+1—x ax2+ B —a) 0 aB+1)
b ot eTA—@) (0 )
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with
—n 0

Q”(x)'Dz(o —n+1

)onto.
The sequence Q,, satisfies the three-term recurrence relation

Qn(x)x = An Qn+1(x) + By Qn(x) + Cy Qn—l(x),

a(n+a)(B—a+2)
gn(n+B+1)a2(n+1)+a+n
a?g, (n+o)n+atn
gn(n+B+1Da2(n+1)+a+n

gna’(+1)2n+B+3)(n+B+1)+@2n+a+1)(n+a) a(l1+B+n(B—a+2))
gna?(m+1)(n+p+1)+a+n ana®n+1
gna(+B+n(f—a+2)) gna?n@2nta—1+p+2n+1
gna?(m+1)(m+B+1)+n+a enaZntl

n(gna?(m+1)m+B+1)+a+n) 0
C. — gna’n+1
n

S )

’

where g, = %

As regards the Darboux transformation, it was shown in [3] that if o; —«j ¢ Z
forall i # j, then the weight W(x) = T(x) diag(e *x*!,...,e *x*V¥)T(x)* is not
a Darboux transformation of any diagonal of scalar weights.

On the other hand, at the other extreme, if o; — o € Z for all i, j, then the weight
W is a Darboux transformation of a direct sum of scalar Laguerre weights, as we will
demonstrate in Theorem 4.3. We first establish the following proposition, which will
be essential for establishing the result.

Proposition 4.2. Let r1, rp be scalar polynomials. Let k € 7, m € Z, a > —1. Let
Kf,a) (x) be the sequence of monic orthogonal polynomials for the Laguerre weight
Wq (X) = e *x%. Then, there exists a polynomial q and a differential operator t such
that

(@ . rl(n)g(a-l-k) .
n T Q(n)rz(n) n+m (x)

Proof. We have that the monic orthogonal polynomials of Laguerre satisfy the fol-
lowing identities:
L0 =60 (x) - (1-9),
(n + )&V (x) = £ (x) - (9x + ),
€9 () =L@ (x)- (1 =) (x —dx + & + 1),
D () = 690(x) 0. —nl®(x) = £ (x) - 8.
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where §, = 3%x + d(a + 1 — x) is the second-order differential operator of Laguerre.
By composing the differential operators above, we can construct a differential oper-
ator T such that
~ ~ k
G007 = G, ().
for some polynomial . By taking ¢(x) = r»(x)g(x) and t = r1(—84)7, the statement
holds. "
Theorem 4.3. Ifo; —a; € Z foralli, j, then
W(x) = T(x)diag(e *x%, ..., e *x*N)T(x)*
is a Darboux transformation of the diagonal of scalar weights

W(x) = diag(Wy, (x)s - - - » Way (X)).

Proof. We have the sequence of orthogonal polynomials Q, for W given by The-
orem 3.1. From (3.7), we have that

On(x)T(x)
Z(a')(x) alﬁ(azi(x) 0 0
G2 ) (@2) G212 pla)
e 670 —elmEete o
_ 0 a20%2) (x) £ () st (x)
(ag) >
0 0 MR dw
U1
Uy
—| vs
UN

The rows of O, (x)T (x) satisfy

by = <K,(f”)(x) el x) 0 .. o)
n Ly e i— i
Upj = (0 N 1”2(012, 1'1”2 ’(1042 ])(X) g2 )(x)

(o27) 12
(2 | (0!2 1)
—dajj ||£(a2’+1)||2 n ’ (x) 0o ... 0 s
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172i+1=(0 ... 0 azlﬁ,(ff’l)(x) K,(,a2i+1)(x) a2i+1€flofll+2)(x) 0 ... O),
(@pn) 2

) (0 o0 —ay ey £eN=1 (x) e("‘N)(x)) if N is even,
Ty = 1N =D

(0 .. 0 avatl® ) £V () if N is odd.,

Since o; — oj € Z, it follows that
s
(o)
1€, ’1 12

is a rational function for all i, j. Hence, by Proposition 4.2, we have that there exist
polynomials ¢; and operators 7; ;,i = 1,..., N, j = 1,...,3 such that

E,(l""')(x)-(o o 0 Ty w2 w3 0 ... 0)=gi(n);.

By arranging these differential operators as rows, we construct a differential oper-
ator 1 that satisfies

diag(€6) (x).... €N () - DIT(0) ™" = diag(qa (). ... 4N (1)) Qn ().
Thus, by Proposition 2.7, the statement holds. u

To illustrate the above situation, we give an explicit example for N = 5. We con-
sider the direct sum of classical scalar Laguerre weights

W(x) = we(x) ® We(x) B Wat1(x) B Wet1(X) S Wata(x).

For ay,as,as,as € R — {0}, we have the nilpotent matrix

0 ap 0 0 O
0O 0 0 0 O
A=]0 a, 0 a3 O
0O 0 0 0 O
0 0 0 a4 O

The weight matrix W(x) = T'(x) W(x)T (x)*, with T(x) = e4*, is given explicitly
by

2.2 2
ajx*+1 ax ayanx 0 0
aix 1 ax 0 0
W(x) =e*x*| ajaxx® axx a3x®>+a3x?+x azx?  azasx®
0 0 aszx? X asx?
0 0 azagsx3 asx? azx3 + x?

4.3)
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The sequence of monic orthogonal polynomials for W is given by
Py (x) = diag(€5” (x), €5 (x), €7D (x), £ (x), £ (x)).

Let O,(x) be the sequence of orthogonal polynomials for W given by The-
orem 3.1. From (3.7), we have that O, (x)T (x) is equal to

4 (x) arl®) (x) 0 0 0
—ain(m+a)t® (x) 42 x) —nai £ (x) 0 0
0 a2l (x) 29D () a3t (x) 0
0 0 —azn@+a+ DTV @) 6TV ) —nagt @2 (x)
0 0 0 al® V@) 4w

The differential operator i)~1 given by

1 Cl]d] 0 0 0
—a1d2 1 —a2d3 0 0
51 = 0 a2d4 1 a3d5 0 s
0 0 —a3d6 1 —a4d7
0 0 0 a4d8 1

where

di =Px+0a+1-2x)+(x—a—1),
dy = x4+ (a + 1),

d; =0,

dey =—0x+(x—a—1),

ds =0°x + 0o +2—-2x)+ (x —a —2),
de = 0*x + 0(a + 2),

d7; =0,

dg = —0x + (x —a —2),

satisfies that
Pp(x) - Dy = Qn(x)T (x).

Then, by taking D; = j)lT(x)_l, we have P, (x) - D1 = Q,(x). Thus, by Propos-
ition 2.7, we have that W is a Darboux transformation of the direct sum of scalar
weights w.

In particular, the explicit expression of the operator D that is factored in Defini-
tion 2.6 is
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a?82—(a?(@+2))(6a—1) 0

D= 0 0
= | a1a2@x+a+1)(1-64) 0
0 0
0 0
a1az(3—1)(6g+1—1) 0 0
0 0 0
a%8§+l—(a§(a+3)+a§)(8a+]—1) 0 azas(d—1)(gt2—1)
0 0 0
a3zas(Ox+a+2)(1—8y+1) 0 —(aZ2(a+4)+a})Ba+2-1)
0 0 0 0 0
0 a382—(a?a+a3)8a+1 0 a2a3(d—1)8y+1 0
+|o 0 0 0 0
0 —aza3(x+a+1)8y 0a382, —(@3@+D)+a7)dp+1+1 0 ’
0 0 0 0 a282 .,

where 8, = 9%x + d(a + 1 — x) is the second-order differential operator of the
Laguerre weight of parameter «. We have that the operator D belongs to D (W) (see
Theorem 6.7, [5]), and is factored as D = D1 D,, with D, = T(x)(21 — Dy).

4.2. Hermite-type

Let ¢y, ...,cn be real numbers. Fori = 1,..., N, we consider the shifted Hermite

—x242¢;

weight w; (x) = e *. We construct the weight matrix W as in (3.3),

W(x) = T(x) diag(e_xzﬂclx, .. .,e_x2+chx)T(x)*.

Let 8, = 8% + d(—2(x — ¢)) be the second-order differential operator for the Hermite

weight w(x) = e™* 26X The eigenvalue of 8, is given by A,(8¢) = —2n. It fol-

lows that A, (8c,;_,) = Ant1(8¢,; + 2). Therefore, by Theorem 4.1, we have that

the sequence of orthogonal polynomials Q,(x) for W given by Theorem 3.1 is an

eigenfunction of the second-order differential operator D = T(x)ﬁT(x)_l, with

D= diag(d¢,.....8cy) + Z][.Z/IZ] —2E5j»;. Thus, Q,(x) is a bispectral function.
The differential operator D is given by

D = 3*1 +9(2A + By — x + x[A, By]) + ABy + 2K,

where
N [N/2]
By =Y 2¢;E;j. and K=Y FEpja;.
j=1 J=l

Explicitly, for N = 2, we have, wq(x) = e™* 2% and w,(x) = e~* 2% with
b, c € R. The weight matrix is given by

W e esz+a2x262cx axecx
(x) =e 2cx e2cx ’

axe
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and from Theorem 3.1 a sequence of orthogonal polynomials for W is given by

hn(x —b) a(hp1(x —¢) — ha(x — D)x)
On(x) = ( 2_p2 22 ) )
—an——hp_1(x —b) a*n ——hu_1(x —b)x + huy(x —c)

where /, (x) is the n-th monic orthogonal polynomials of the Hermite weight e,

We have that the sequence Q, is an eigenfunction of the second-order differential

operator
—2x 4+2b 2ax(c—>b)+2a -2 2ac
_ a2
D_al+a( 0 —2x + 2¢ ) (0 o)’
with
—2n—-2 0
On(x)-D = On(x).
0 —2n

And, we have that the sequence Q,, satisfies the three-term recurrence relation

1 _ 2(1b
e2=b22(n+1)+2

On(x)x = =02 g2 1 n On+1(x)
2b a
e2=0202(n+1)+2  ec2—nq2p42
+ e>=0%g > b a2nbt2c Qn(x)

e2=b202(n+1)+2  ec2—b2g2p42

n(e“z_bzaz(n+1)+2)

0

)

e ~0%q2pn42

+ On—1(x).
ae> b n(c—b) n
ec2=b2q2p 42 2

An important result proved in [3], is that if ¢; # ¢, for all i # j, then the weight
matrix W(x) = T(x) diag(e %> +2¢1% . ¢=**+2eN¥)T(x)* is not a Darboux trans-
formation of any direct sum of scalar polynomials.

On the other hand, if w1 (x) =--- = wy(x) = e~
of orthogonal polynomials for the N x N Hermite-type weight

xz, by Theorem 3.1, a sequence

W(x) = T(x)e™ T(x)*
is given by
n * n k
On(x) = hp(x)I + Ahpy1(x) — EA hn—1(x) — hp(x)Ax + Ehn—l(x)A Ax,

where /1, (x) is the sequence of the monic orthogonal polynomials for the Hermite
weight. We have that W is a Darboux transformation of the direct sum of scalar
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. . 2 . .
Hermite weights e™*" I . In fact, the differential operator

—(AA* 4+ A*A)  AA*
D = (3% + 3(—2x)) ( 4+ ) + =+ [ €DE™ 1)

can be factored as D = D;D,, with
A*A A+ A*
x J—
2 2

+ I

o, = i )+ 1 and D, = o 0w 4 A4 L AT

Furthermore, Q,(x) = h,(x) - D;. As a consequence, the differential operator

_ e _(A*A + AA%) AA* 4+ A* A B AA*A AA*
@_@2@1_8( 4 )+a( 2 2 ) »
belongs to D(W).

4.3. Jacobi-type
Fori =1,...,N,let oy, B; > —1. We take the scalar Jacobi weights wg, g; (x) =

(1 —x)% (1 + x)Pi. We have the weight matrix
W(x) = T(x)diag(wg, g, (x), ..., Way gy )T (x)¥,
as defined in (3.3). Let
Sap =01 —x?) +0(B—a—x(a+ B +2))

be the second-order differential operator of Jacobi of parameters « and . The eigen-
value of 8y g is Ay (8q,8) = —n(n + o + B + 1). If the parameters «;, B; satisfy that
®; + B; + 1+ (=1)/ = a1 + By, then the eigenvalues of the operators Setri 1 Bai1
and Jy,; g,; + 1 + B satisfy the condition (4.1). Then, by Theorem 4.1, Q,(x)
is eigenfunction of the second-order differential operator D = T'(x)DT(x)~!, with
D= diag(8, Bys-- -+ 0ay,Bn) + ZJ[-]:/IZ] (a1 + B1)E2j,2;. The differential operator
D is given by

D = 3*(1—x*)1 +030QA+ By +x([A, Bj] + 2K — (a; + B1 + 2)1))
+ ABy + (a1 + B1)K

were
[N/2]

N
By=) (Bj—a)E; and K= ) Ezja;.
=1 =1

Thus, with these extra hypotheses on the parameters «;, 8;, we have that Q,(x) is
bispectral.
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Regarding the Darboux transformation, it is proven in [3] that if o; — «t; ¢ Z or
Bi —Bj ¢ Z foralli # j,then W(x) = T(x) diag(wy, g, (X), ..., Wap,8, (X)) T(x)*
is not a Darboux transformation of any diagonal scalar weight. On the other hand, we
did not find any parameters «; and 8; such that the weight W is a Darboux transform-
ation of some diagonal of scalar weights.

Explicitly, for N = 2, we have for the Gegenbauer scalar weights

wi(x) =(1—=x3)" w(x)=0-x>", r>-—I,

that the weight W is

W) = (1 — 2y (1 —x2 +ax? ax) .

ax 1

From Theorem 3.1, a sequence of orthogonal polynomials with respect to W is given
by

(r+1 (r+1)

+1 +1

Py () a(p), = p P (x)x) )
) ")’

—a G Pao1 (%) @ G Pac1 ()X + i

0u(x) = (

where p,(,r+1) and p,(,r) are the sequence of monic orthogonal polynomials for w; and

ws, respectively. The sequence @, is eigenfunction of the second-order differential
operator

201 2 —x2r +4) 2a 0 0
D =0°(1 x)1+8( 0 —x(r+2))+(0 2r+2)’
we have that
_(—nm+2r +3) 0

It also satisfies the three-term recurrence relation

On(x)x = Ap On+1(x) + BnQn(x) + Cp Qn—1(x),

where

1 0
A, = (0 n42r+2)(ma?4+n+2r+1) ),
n+2r+ D (a2 +a2+n+2r+2)

0 _ n42r+Dan2—2r24n—r)
B _ (n+r+l)(Zn+2r+3)(2n+2r+1)(na2+n+2r+1)
" @r+a o ;
(n+2r+1maZ2+a2+n+2r+2)
n(a2n2+a2nr+na2+u2r+712+3nr+2r2+3n +4r+2)(n+2r+1) 0
C — (n+r+1)@2n+2r+3)2n+2r+1)(na2+n+2r+1)
" 0 (n42r)n
QCn+2r+1)2n+2r—1)
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4.4. Hermite—Laguerre-type

Theorem 3.1 allows us to construct an innovative sequence of matrix-valued ortho-
gonal polynomials by combining Hermite and Laguerre polynomials. Let o« > —1, we
*7, and Laguerre wy(x) = e *x%.
We construct the positive semi-definite weight matrix W(x) as in (3.3),

consider the scalar weights of Hermite w(x) = e~

e 4 a?x%e ™ x%1(0,00)(X)  axe ™ x%1(g o) (x)
axe *x%1(g,00)(X) e x*L,00)(x) |’

W) = T ) T(x)* = (

~ —x2 . .
where T'(x) = ((1) ax ) W(x) = (e o o ya 1(20’00)()‘) ) and 19,00) () is the indicator
function of the interval (0, co), which takes the value 1 for x > 0 and 0 otherwise. By

Theorem 3.1, a sequence of orthogonal polynomials for W is

B (x) a@®) | (x)—hp (x)x) )

On(x) = _ _
—an 2T (et Dhy—1 (1) @202 Dot Dhy -y (x5 (1)

where 4, (x) and Ef,a)(x) are the n-th monic orthogonal polynomials of Hermite and
Laguerre, respectively. Let § = 9% + d(—2x) and 8, = 3°x + d(a + 1 — x) be the
second-order differential operators of Hermite and Laguerre, respectively. It follows
that the eigenvalues satisfy that A,(§ —2) = A,+1(28,). Thus, by Theorem 4.1,
the sequence Q(x) is eigenfunction of the second-order differential operator D =
T (x) diag(§ — 2,8,)T(x)7',

1 2ax?—ax —2x  2ax(a +3) -2 2a(a+1)
D =9* d
(0 2x )+ ( 0 2a+1-x) o 0 ’

with
—2n—-2 0
.D = .
0,00 = (7 5 )ouw
On the other hand, the sequence Q, (x) satisfies the following three-term recurrence
relation

0n(x)x = Ap On+1(x) + Bn Qn(x) + Cp Qn—1(x),

with
an(2n+3+a) M a2(n41 D+1
A — 1 2Mua2(n+1)(@+n+1)+n C = (;1\;”31(3:;—’_ I 0
n 0 n(Mya2+1) ’ n Mna(2n2+a+1) an +n2)
2Mua2(n+1)(a+n+1)+n Mya=+1
2Mua?(n+1)@2n+3+a)(@+n+1)  (Qan+2n?4+2a+3n+2)a
B — 2Mya?2(n+1)(a+n+1)+n 2(Mya2+1)
n Qan+2n24+20+3n+2)Mpa 2n+a+l
2Mpa2(n+1)(a+n+1)+n M, a2+1

Where M, = %2”_11“(11 + o 4 1). Thus, the sequence Q,, is bispectral.
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5. Irreducibility

In this section, we study the irreducibility of the weight matrices introduced in (3.3)
for N = 2, for some cases of N = 3, and for some particular cases of general size.

Proposition 5.1. The 2 x 2 weight matrix W defined in (3.9) supported on (xo, X1)
reduces to a direct sum of scalar weights if and only if

wi (x) = —a*wa(x)(b — x)(c — x)

for some b, c € R with c > b, and (x¢,x1) < (b, ).
In particular, if xg = —00, or x1 = 00, then the weight matrix W is irreducible.

Proof. Assume that W reduces to a direct sum of scalar weights. Then there exists a
non-scalar W-symmetric operator F € D (W) of order zero (see [26, Theorem 4.3]).
That is, there exists a constant matrix F in Mat, (C) such that

FW(x)=WX)F*, x € (xo,x1), (5.1

with F ¢ CI. We write F = (Z; n ) By comparing the entries in the equation (5.1),
it follows that p1, p2, p3, and p4 are real numbers. If p3 = 0, then we have that p, =0
and p; = p4. Thus, F = p;1, which is not possible. If p3 # 0, then equation (5.1)
holds if and only if wy(x) = —a?w,(x)(x* + ax% + %). Note that if the
polynomial x? 4 ax % + % does not have two distinct real roots, then the scalar
weight w; has non-positive values for all x, which cannot happen. Hence, wi(x) =
—a?w,(x)(x — b)(x — ¢) with b, ¢ the distinct roots. If b < ¢, then w; (x) > 0 almost
everywhere on (xg, x1) if and only if (xg, x1) € (b, ¢).

Conversely, suppose that w(x) = —a?w,(x)(x — b)(x — ¢) for some b, ¢ € R
with b < xg < x1 < ¢. We have that

) _
W(x) = a‘wy(x)(bc —x(b + ¢)) axws,(x) .
axwz(x) wo(x)
For the constant non-singular matrix
_1 _b
M = a(b—c) b—c
1 —ac )’
it follows that
(x=b)
MW(x)M* = (wZ(x) (c=b) , 0 )
0 a?w(x)(c — x)(c — b)

Thus, the weight matrix W reduces to a direct sum of scalar weights. |
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In conclusion, for N = 2, the weight matrix W is almost always irreducible. In
particular, the 2 x 2 weight matrices discussed in the previous section are examples
of irreducible weights. We now provide an example of a reducible weight constructed
using scalar Jacobi weights.

Example 5.2. Let
wi(x) = a(1 = x)* T (1 + x)P !

and
wy(x) = (1 —x)%(1 + x)P

be the scalar Jacobi weights supported on (—1, 1), where @, 8 > —1, and a # 0. The
2 x 2 weight matrix

(1 ax\ {wi(x) 0 1 0
W) = (O 1 )( 0 wz(x)) (ax 1)

= (1—x)%(1—x)B (a2 ax)
ax 1

reduces to

(%(1 —)%(1+ x)PH! 0 )
0 2a2(1 —x)2 1 +x)B )

For the case of N = 2, we have a well-established criterion to determine when the
weight matrix reduces. However, for N = 3, the situation is more complex. Although
we can provide partial results, we have not yet developed a criterion to characterise
when these weights are irreducible.

Proposition 5.3. Let W be the 3 x 3 weight matrix defined in (3.10). Assume that

w1(xX) # g2(X)w2(x), ws3(x) # q1(Xwa(x), and wi(x) # qo(x)ws(x),

for any polynomials q;(x) of degree at most i. Then, the weight matrix W is irredu-
cible.

Proof. Let
Pr P2 P3
F=\|ps ps ps|€DW)
b1 P8 Do

be a W-symmetric operator of order zero. We have that F W(x) = W(x)F*, then
W(x)"'FW(x) = F* is a constant matrix. The (1, 2)-entry of W1 (x)FW(x) is
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given by

w2 (x)
wi(x)

((aips + a1azpe)x* + (a1(ps — p1) — azp3)x — p2),
which is equal to p4. Then, we have that

(a2 pa + a1a2pe)x* + (a1(ps — p1) —azp3)x — pr = 0

and p4 = 0. From here, we obtain that p, = 0, ps = 0, ps = p; + “Zf**. Now, we
have that the (3, 2)-entry of W(x)~!FW(x) is
w2 (x) a%
((a1P7 —azp1 +azpy — —P3>x + P8>'
w3(x) ai
Thus, we have that
a3
(a1P7 —dazp1 +azpy — a—P3)X + ps = 0.
1
Then, p; = Z—%(al(pl — po) + az p3), and pg = 0. Then, the (1, 3)-entry is ﬁ—fp&
1

which implies that p3 = 0. Finally, from (2, 3)-entry we obtain that p; = pg. Thus,
we obtain that FF = p; 1. Hence, there are no non-scalar W-symmetric operators of
order zero in D (W). Thus, the statement holds. [

Proposition 5.4. Let W be the 3 x 3 weight matrix as defined in (3.10). If wy = w3,
then the weight W reduces.

Proof. We take the constant matrix

] ap
as
M = 0 1 0
_aiar_ a3
a%-}—a% a%—i—a%
It follows that
2 2
N0 4y (x) 0 0
az
MW(x)M* = 0 wa(x) arxwsy(x)
2
0 arxwy(x)  a2x?wa(x) + 525 wy(x)
ai+a;

Thus, W reduces to a direct sum W; & W, with

a? + a2
Wi(x) = laz 2w (x),
2
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and W, the 2 x 2 weight

wo(x) arxwy(x)
Wz(x) — 2 | |
arxwa(x)  a3x2wy(x) + — 25w (x)
aj+a;

Remark 5.5. For the case N = 3, if either w; = w; or w,; = wj, the weight W
defined in (3.10) does not necessarily reduce. For instance, consider

w1y (X) — e—x2+2bx

for some b € R — {0}, and

wa(x) = wa(x) = e

In this case, we have

a3x? + e aix  ajaxx?
—x2
W(x)=e" apx 1 arx
ajarx? arx axx?+1
W does not reduce because its algebra D (W) only contains scalar operators of order
Zero.

As the size N increases, characterizing all situations in which the weight W is
irreducible becomes more complex. In the next proposition, for size N x N, we will
provide a sufficient condition to ensure the irreducibility of the weight matrix. This
result was proven in [3] by studying the right Fourier algebras.

Proposition 5.6 ([3, Proposition 3.7]). Let wy, wa, ..., wy be scalar weights sup-
ported on the same interval such that w; (x)w; (x)~1 is not a rational function for all
i # j. Then, the weight matrix

W(x) = T(x)diag(wy(x), ..., wy(x))T(x)*

as defined in (3.3) is an irreducible weight.

The above proposition provides a sufficient condition for generating many irredu-
cible examples of weight matrices for arbitrary sizes. However, there are several other
cases where we obtain irreducible weights. For instance, the Laguerre-type weight
in (4.3) is irreducible because its algebra, £ (W), contains only scalar operators of
order zero. Another case where the weight does not reduce occurs when we con-
struct the weight W from a collection of scalar weights given by wy, ..., wy, where
w;y1(x) = wi(x)x' 1. We have proven that for N < 10, the algebra O (W) contains
only scalar operators of order zero. We conjecture that this result holds for arbitrary N.
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For example, the 10 x 10 Laguerre-type weight
W(x) = T(x)diag(e ™ *x% e x*T1 ... e*x*)T(x)*

is an irreducible weight.

A. Appendix

Theorem A.l. Leta;y,...,an—1,b1,...,by_1 € R. We consider the N x N tridi-

agonal matrix
1a; 0 0 0
by 1 b 0 0
_ 0a 1 a3 0 ..
K = 0 0 b3 1 by ..

Fori =1,..., N — 1, we define the numbers p; = —a;b;. Then,

[(V+1)/2]

det(K) =1 + Z ZPi]"'Pik-

k=1 1<ii<ip<-<ix<N-1

Proof. For N = 2, we have K = (bll o ) and p; = —a;by. We have det(K) =
1 —a1b; = 1+ p;. Thus, the statement holds. We proceed by induction on N. We
have

1a; 0 0 O
by 1 b 0 0

NxN
We expand the determinant along the first row and obtain

1a 0 0 0 .. byb, 0 0 0

b, 1 b3 0 0 .. 0 1az3 0 O

_ 0az 1 ag4 0 .. _ 0 b3 1 by O
det(K) = 1-det| by 1 bs .. ardet] 45 1 as

Expanding the second determinant on the right-hand side along the first column, and
using the inductive hypothesis, we obtain

[N/2]

det(K) =1+ ) > iy pi

k=1 2<ij<-<ix<N-1
[(N—-1)/2]
+ o1+ > b i ).
k

=1 3<ij<-<ix<N-1

Thus, the statement holds. [
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