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Improved semiclassical eigenvalue estimates
for the Laplacian and the Landau Hamiltonian

Rupert L. Frank, Simon Larson, and Paul Pfeiffer

Abstract. The Berezin—Li—Yau and the Kroger inequalities show that Riesz means of order
> 1 of the eigenvalues of the Laplacian on a domain €2 of finite measure are bounded in terms

of their semiclassical limit expressions. We show that these inequalities can be improved by a

1/d

multiplicative factor that depends only on the dimension and the product +/A|R2|!'/¢, where A

is the eigenvalue cut-off parameter in the definition of the Riesz mean. The same holds when
|2|1/4 is replaced by a generalized inradius of 2. Finally, we show similar inequalities in two
dimensions in the presence of a constant magnetic field.

1. Introduction and main results

Let @ C R? be an open set of finite measure. We denote by —AD and —AY the
Dirichlet and Neumann realizations of —A in L?(2), defined via quadratic forms;
see [6, Section 3.1]. The famous Weyl asymptotics state that for every y > 0 and
ff € {D, N}, one has

Tr(—Af — A ~ L%, [QIAYH/2 a5 A — oo, (1.1)
Here, and in what follows, Lif 4 denotes the so-called semiclassical constant

e _ rad+y)
vd T (4m)d2T (1 +y +d/2)

and we use the notation x4 = %(|x| + x). Fory =0, Tr(—Ag2 — A)? is interpreted
as the number of eigenvalues < A. In the Neumann case, the validity of the asymp-
totics (1.1) requires some mild conditions on £2. We refer to [6, Sections 3.2 and 3.3]
for a proof and further background.
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It is remarkable that for y > 1 the asymptotics (1.1) are accompanied by uniform
inequalities

Tr(—AG — A)Y < LY, IQIAYT42 < Tr(—Af — A)Y forall A > 0.

This was shown by Berezin [1], Li and Yau [26], and by Kroger [20] (see also [21]),
respectively. The famous Pdlya conjecture states that these uniform inequalities are
valid for all y > 0.

There is substantial literature on improvements of the Berezin—Li—Yau and Kroger
inequalities, of which we cite [7, 10, 11, 13-15, 17, 18,22-25,31, 36, 38]. In most of
these works, the respective inequalities are improved under the assumption that
belongs to a restricted class of open sets of finite measure. Typical assumptions are
that 2 has a finite moment of inertia, that it is bounded, or that it admits a Hardy
inequality. However, in many applications it is an important aspect of the Berezin—
Li—Yau and Kroger inequalities that they are valid for any open subset Q@ C R of
finite measure (which is necessary to state the inequalities). In this paper, our main
result is that improved versions of the Berezin—Li—Yau and Kroger inequalities hold
under the same minimal assumption, i.e., that €2 is an open set of finite measure.

Closest to this study, both from a technical and a conceptual point of view, are the
work [25] by Li and Tang (where Q2 is assumed to be bounded) and the work [7] by
two of us (where €2 is assumed to have finite width). In particular, in the latter paper
it is shown that there are constants ¢, ¢’ > 0 such that for every open set @ C R¢ of
finite measure and finite width, one has

Tr(=AD — A)- < LY, |QIAH2(1 — cem¢'VAua) (1.2)
and
Tr(=AY — A)- = LY, QA1 4 cem¢/YAua), (1.3)

where wgq = inf, cga—1(SUP,eq @ - X — infreq w - X) is the width of €.

Our goal in this paper is three-fold. First, we extend the improved bounds from [7]
to arbitrary open sets of finite measure, without any additional assumptions. Second,
we will extend the improved bounds to Riesz exponents y > 1. Third, we will prove
corresponding improved bounds in the presence of a constant magnetic field in two
dimensions.

Before stating our bounds, let us comment on the relative improvement in our
bounds in comparison to the Berezin—Li—Yau and Kroger inequalities. As in (1.2)
and (1.3), our relative remainder is exponentially small in the limit A — oo. This
might appear rather disappointing as two-term semiclassical asymptotics suggest a
relative improvement of order 1/ VA in this regime (at least for sufficiently regular €2)
and indeed some of the above mentioned improvements capture at least an inverse
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power-like dependence on A. However, both (1.2) and (1.3) provide a substantial
improvement in the intermediate spectral regime ~/Awg < 1 and a corresponding
statement holds for the results proved in this paper. In fact, the main application
of (1.2) and (1.3) in [7] was to show that the validity of stronger improvements of
the Berezin—-Li—Yau and Kroger inequalities which had been proved in the regime of
large A (by using semiclassical techniques as, for example, in [8]) could be extended
to the entire range A > 0. We believe that the results obtained here can provide a
useful tool in the regime when €2 has non-trivial geometry on the natural length-scale
1/+/A, in which case semiclassical techniques are not applicable.
We begin with the non-magnetic case, where we prove the following.

Theorem 1. For any d > 1, there are constants ¢, ¢’ > 0 such that for any open set
Q c R? of finite measure, any A > 0 and any y > 1, one has

Tr(—AD — A)Y < L3, [QIAYH/2(1 — ce~ VAIRIY)
and
Tr(—AY — A)Y = L3 [QIAYHI2(1 4 ceme VAT

In fact, this theorem is a consequence of a more general result, Theorem 4, which
we describe later in this introduction.

Let us turn to the case of a constant magnetic field in dimension d = 2. Let B > 0
and A(x) := 5 (_32) for x € R2. Let @ C R? be an open set and let H3 and HJ) be
the Dirichlet and Neumann realizations in L?(2) of the Landau Hamiltonian

(—idx, + A1(x))? + (=i dx, + A2(x))%.

Specifically, these operators are defined via the quadratic form (see [6, Section 3.1])

U > / |Vu(x) + i A(x)u(x)|* dx.
Q

with form domains Hy ,(2) and H (), respectively. Here H {(S2) consists of all
functions in L2(2) such that the distribution (V + iA)u is square-integrable in 2,
and HJ,O(Q) is the closure of C°(£2) in H‘j ().

We are interested in bounds on

Te(HE — A)Y

that correspond to the above-mentioned strengthened versions of the Berezin—Li—Yau
and Kroger inequalities for the Laplace operator without magnetic field. The magnetic
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Berezin—Li—Yau and Kroger inequalities were shown by Erd6s—Loss—Vougalter [3]
and the first author [5], respectively, and state that

B o
Tr(HS — A)Y. < 215 > (B@k—1)—A)Y forall A >0
k=1

and

B o0
Tr(HY — A)Y. > 21— > (B@2k—1)— A forall A > 0.
k=1

Note that here, instead of the quantity L3, A”*!, the quantity By (BQk—1)—
A)Y appears. This is crucial in applications where both A and B are considered as
asymptotic parameters; see, for instance, [2,4,9,28,29,34].

Our second main result is a strengthened version of the magnetic Berezin—Li—Yau
and Kroger inequalities.

Theorem 2. There are constants c,c’ > 0 such that for any open set @ C R? of finite
measure, any B > 0, any A > 0 and any y > 1 one has

B & ,
Tr(H3 — A)? < 21— D B2k —1) = AL (1 — ce™¢ WAIRITBICD)
k=1

and

B & ,
Tr(HY — A)Y > 215 D (B2k — 1) = A (1 + ce™ WAIRITBID)
k=1

Again, this theorem is a consequence of a more general theorem that we describe
momentarily.

These promised stronger results are stated in terms of a “regularized inradius.”
Define for 6 € (0, 1) the regularized inradius of a measurable set 2 C R? by

QNAB
06(Q) := inf{p >0: sup w - 0}

1.4
o T - (4

Here, B,(x) denotes the open ball of radius p centered at x € R?. The relevance of
the regularized inradius pg(£2) was emphasized by Lieb [27] in his lower bound on
the smallest Dirichlet eigenvalue of the Laplacian.
Remark 3. Let us summarize some facts about pg(£2).
(a) For any 6 € (0, 1) we have the bound
2] )
0| B1|

po(@) =< (
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19 )1/ j¢ holds that

Indeed, for any x € R? and p > pg := (m
€20 Bp(x)| = [$2] = 0] By (x)| = 0] Bp(x)].

(b) We claim that for any d € N and any 6 € (0, 1) there is a C such that for any
set Q C R of finite width one has

po(§2) = Cwg
Indeed, for any p > wgq/2, x € R¢ it holds that

20 By = sup [{y = (1, va) € R?: [ya] < wa/2} N By(2)]
zeR

B0 sup |{y=(y1,...,yd)eRd:|yd|<";—;3}mBl(z)|_
? zeRd |Bl|

Since the supremum on the right-hand side tends to 0 as wg /(2p) — 0, for any given
6 > 0 there is a C such that it is < 6 when wq/(2p) < (2C)™1.

(c) If pin(£2) := sup,.q dist(x, d2) denotes the inradius of €2, then
po(L2) = pin(2) forall 6 € (0,1).

This follows from the fact that sup, cga |2 N B, (x)|/|By(x)| = 1 for p € (0, pin).

(d) From the Lebesgue differentiation theorem, lim,—¢ mlg_&galm = lg(x) for

almost every x € R?. Therefore, pg(2) = 0 if and only if |Q| = 0.
(e) If pg(2) < o0, then for all x € R4 it holds that

1§20 Bpy(e)(X)| = 0]Bpy () (X)].

Indeed, there is a sequence {px }x>1 C [pg(£2), 00) such that limg_, o px = Pa(S2)
and |2 N B,(x)| < 0|B,(x)| for each k > 1 and all x € R¥. Since Q N By, @)(x) S
QN By, (x), we deduce that

2N By, @) (X)| < [N By, (x)| <0|Bp, (x)| forallk >1,x € RY.  (1.5)

The claimed inequality follows by taking the limit k — oco. Moreover, for every ¢ €
(0, 1] there is an x, € R4 such that

120 By () (xe)| = O(1 — €)[ By (a) (xe) -

Indeed, for each p < pg(L2) thereis a x}, € R so that | N Bpy(xp)| > 0] B,y(xp)|, by
inclusion and choosing p € [(1 — &)Y/? pg(R), pe () we find

12N Byy@)(xp)] = 120 By(x,)| = 0|By(x,)| = 0(1 — &)| By ) (X))
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which is the claimed inequality with x; = x. If || < oo, one can extend the above
inequality to ¢ = 0 by arguing that non-compactness of the set {X;},c(0,1) Would
contradict the finiteness of |€2].

We now state the stronger versions of Theorems 1 and 2.

Theorem 4. Forany d > 1 and 6 € (0, 1) there are constants c,c’ > 0 such that for
any open set @ C R¢ of finite measure, any A > 0 and any y > 1 one has

Tr(=AR — M) < L3, [QIAYT2(1 — cem¢ VAra@)
and
Tr(—AY — A)Y > L, |QIAYT2(1 4 ce™¢' VAP,

Clearly, in view of Remark 3 (a), Theorem 1 is an immediate consequence of
Theorem 4, taking any fixed value of 6. Similarly, the improved bound in [7, Propo-
sition 2.1] is a consequence of Theorem | and Remark 3 (b), except for the fact that
in [7] we also proved that the constants ¢, ¢’ can be chosen independently of d.

In the magnetic case we have the corresponding result.

Theorem 5. For any 6 € (0, 1), there are constants ¢, ¢’ > 0 such that for any open
set Q C R? with |Q| < oo, any B > 0, any A > 0 and any y > 1, one has

B & ,
Tr(HY — AL < |91 5 S (B@k — 1) = AV (1 — ce™¢ o@DV A+po(@)B),
T k=1
and
B & 2
Tr(HY — A)Y > 2l S (B@Kk 1) — A)L(1 + e/ Po@VA+oo(@2B))
T
k=1

Again, in view of Remark 3 (a), Theorem 2 is an immediate consequence of The-
orem 5, taking any fixed value of 6.

Let us explain the basic idea of the proof of Theorems 4 and 5. Following the clas-
sical proofs of the Berezin—Li—Yau and Kroger inequalities, as well as their magnetic
analogues, we arrive at terms of the form

IL(L > M) Ty %,

where L is either the Laplacian —A in L?(R%) or the Landau Hamiltonian H in
L?(R?), where v is an eigenfunction of either the Dirichlet or the Neumann restric-
tion of these operators to a set 2 of finite measure and where J denotes the extension
by zero of a function defined on Q2 to R In the standard proofs, the above term is
dropped since it is non-negative.



Improved semiclassical eigenvalue estimates 249

This is wasteful, since the term ||1(L > A)Jv||? is never equal to zero. In fact,
a version of the uncertainty principle says that a function ¥ cannot be simultane-
ously localized in a set €2 of finite measure and supported in the spectral subspace
ran1(L < A). Thus, our task is to find a quantitative version of the uncertainty princi-
ple to obtain a positive lower bound on the term ||[1(L > A)J ¥ ||?. As we will show,
such lower bounds can be deduced from inequalities known as ‘spectral inequalities’
in the control theory community and as the “Logvinenko—Sereda theorem” in har-
monic analysis. For these inequalities the notion of a thick set is relevant and this is
where our generalized inradius pg(£2) appears naturally.

The fact that our arguments in the non-magnetic and in the magnetic case are
rather parallel underlines the general mechanism that leads from quantitative versions
of the uncertainty principle to improved semiclassical eigenvalue bounds. Our strategy
might be applicable in other settings as well, for instance in the setting of homoge-
neous spaces [35] or of the Heisenberg group [12].

This paper is organized as follows. Section 2 is devoted to quantitative versions
of the uncertainty principle. The corresponding main results are stated in Section 2.1
and proved in Section 2.3, after having recalled some necessary spectral inequalities
in Section 2.2. Section 3 and, in particular, Section 3.2 are devoted to the proof of our
main results, Theorems 4 and 5, in the case y = 1. In order to streamline the proofs
in the magnetic and in the non-magnetic case, we present the identities underlying the
Berezin-Li—Yau and Kroger arguments in an abstract setting in Section 3.1. Finally,
in Section 4 we deduce the case y > 1 in Theorems 4 and 5 from the case y = 1.

2. An uncertainty principle

2.1. The key bound

The goal of this section is to prove bounds that quantify the fact that if a function
f #£ 0 is supported on a set of finite measure, then its “high-energy” part
1(—A > A)f cannot vanish identically. The same is true when —A is replaced by
the Landau Hamiltonian. By quantifying this fact, we mean giving a lower bound on
the norm of 1(—A > A) f in terms of the norm of f', and it is in these bounds that
the regularized inradius pg (£2) enters.

The Fourier transform is denoted by

7€) = @y 42 / eTEX f(r) dx, e RY,
Rd

Theorem 6. Let d > 1. For any 6 € (0, 1), there are constants ¢, ¢’ > 0 such that for
any measurable set Q@ C R? with pg(2) < 0o, any f € L*(R%) and any A > 0, one
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has

/ T f () dt = ce~P*@VE |1 7|2,

§17>A

We now state a corresponding result in the magnetic case. As is well known, the
Landau Hamiltonian H = (—idy, + gxz)z + (—idx, — gxl)2 in L?(R?) can be
diagonalized explicitly. Its spectrum consists of the eigenvalues B(2k — 1),k € N =
{1,2,3,...}, each of which has infinite multiplicity. We denote by Il the spectral
projection of H corresponding to the eigenvalue B(2k — 1).

We shall show the following theorem.

Theorem 7. For any 0 € (0, 1), there are constants ¢, ¢’ > 0 such that for any mea-
surable set Q@ C R? with pg(R) < oo, any f € L*(R?), any B > 0 and any A > 0,
one has

7 2
Il fI? > ce™/Co@VA+R@ZB) 1g 7|12
B(2k—-1)>A

The remainder of this section is devoted to the proof of these two theorems. They
will be deduced from results that are known in the literature as “spectral inequalities.”

2.2. Known spectral inequalities

For p > 0, € (0, 1), we say that a set § C R¢ is (p, «)-thick if it is measurable and
satisfies
IS N B,(x)| = «|B,(x)| forall x € RY.

Theorem 8. For any d € N and « € (0, 1), there are constants ¢, ¢’ > 0 such that
the following holds. Let S C R¢ be a (p, k)-thick set and let A > 0. Then for any
g eranl(—A < A), we have

I1sgl? = ce™ YA g

This result is due to Kacnel’son [16] and Logvinenko and Sereda [30], who
provided a complete proof for d = 1. The necessary modifications for d > 2 can
be found in [37, Lemma 2.1]. We also refer to the latter paper for a further discus-
sion of its history. In particular, we mention the work of Kovrijkine [19], where the
dependence of the constants ¢ and ¢’ on « is quantified.

In the recent paper [32], M. Tdufer and the third named author extended Theo-
rem 8 to the case of a constant magnetic field in two dimensions.
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Theorem 9. For any k € (0, 1), there are constants ¢, ¢’ > 0 such that the following
holds. Let S C R? be a (p, «)-thick set and let B, A > 0. Then for any g eran(H <A),
we have

o 2
Ilsgl? > ce~¢ VAT B) | o)12,

In [32] a more general version of thickness is used in terms of rectangles with side
lengths £, £, playing the role of the disks B,(x) in the definition used here. However,
any set that is (p, k)-thick according to the definition used here can easily be verified
to be thick in the sense of [32] with respect to the square Q, with side length 2p, for
which we have B, (x) C Qp(x) = x + (~p. p)? and | B,(x)| = (1/4)| Q.

2.3. Proof of Theorems 6 and 7

Theorems 8 and 9 deal with functions from the “low energy” subspaces ran 1(—A <
A) and ran 1(H < A), while Theorems 6 and 7 involve projections onto the “high
energy” subspaces ran 1(—A > A) and ran 1(H > A). The following lemma will be
useful to pass from the first to the second setting. We will apply it with P = 1(—A >
A)or P =1(H > A) and with Q defined through multiplication with 1g.

Lemma 10. Ler P, Q be selfadjoint projections in a Hilbert space #. Then, for any
g € H, it holds that

I1POgll% 11— P)Ogll% = 10gl5 11— O)(1 - P)Qgll%-
In particular, if g € ran(Q) \ ran(P), then

11— )1 - P)gl3
P 2 2 H

Proof. Using the fact that P, Q are selfadjoint projections and applying the Cauchy—
Schwarz inequality, one finds

I(1—P)Ogll% = (Qg.(1— P)0g)%
= (0g. Q(1— P)0g)%
<102l 01— P)Ogl%- Q.1

Recall that if P’ is a selfadjoint projection in #, then

1l = 11P'hI% + (1= PRI forall h € .
In particular, it holds that
11— P)Qgl = 102113 — 1P Qgll%-
10— P)0gliZe = I = P)QgliZ — (1 — O)(1 — P) Qg%
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Thus, (2.1) is equivalent to

11— P)0gl%(10gl% — IPOgll%)
<1013 (11— P)OgllZ — (1 — Q)(1 — P)Qgll3).

which, after rearranging the terms, yields the first estimate in the lemma.
The second estimate follows by noting that for g € ran(Q) \ ran(P) we have
Qg=gand|(1— P)g|ls # 0 since ran(P) = ker(1 — P). =

We can now prove Theorems 6 and 7. As a preliminary remark, let us find a
connection between the regularized inradius of a set and the thickness properties of
its complement.

We claim that, if pg(2) < oo, then QC is (pg(£2), 1 — 0)-thick. Indeed, for any
x € R¥ it follows from (1.5) that

1950 Bpy@) (0] = 1Bpye(0)] = 1220 Boyy| = (1 = )| Boyy (x)].
Conversely, if Qlis (p, k)-thick, then p;—, (2) < p; indeed,
12 N By(x)] = |B,(x)| — 128 N B,(x)| < (1 —k)|By(x)| forall x € R,

The proofs of Theorems 6 and 7 are completely analogous and we only give the
details of the second one.

Proof of Theorem 7. Let P, Q be the selfadjoint projections on L?(R?) given by
P :=1(H > A) and Q defined by multiplication by 1g. Note that for these pro-
jections 1 — P = 1(H < A) and 1 — Q is given by multiplication by 1.

Fix f € L?(R?).If 1o f € ran(P), then

S IMela fIP = I1PlafI? = Ilaf1?

B(2k—1)>A

and the claimed inequality holds as soon as ¢ < 1. If 1 f ¢ ran(P), we can instead
use the second bound in Lemma 10 applied to g := 1o f € ran(Q) \ ran(P) to deduce
that

2 ge@ = P)lg f|?
11— P)lefI?

S Ml /|2 = [PlafIP = i /]

B(2k—1)>A
We can now apply Theorem 9 to g := (1 — P)lg f and conclude that

Z IMelef? = ”Ile”zce_c/(pf)(g)«/x-f‘pg(ﬂ)zB)’
B@k—1)>A

with ¢, ¢’ as in Theorem 9. Combining the two cases proves Theorem 7. |
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3. Proof of the improved semiclassical bounds

3.1. Abstract formulas

We begin by proving two somewhat abstract identities which will be at the core of
our proofs of our main theorems. Although not written down in the general form we
prove them here, these identities are central in the proofs of the Berezin—Li—Yau [1,26]
and Kroger [20,21] inequalities, as well as their magnetic analogues proved in [3, 5].
We believe that the abstract formulation presented here captures that the underlying
principle is very general, and that unifying the proofs will be beneficial for future
applications in other contexts. One specific advantage of our formulation is that it
completely avoids distinguishing into cases depending on the nature of the spectrum
of the involved operators.

Lemma 11. Let J and ¥ be separable Hilbert spaces and J: H — H an isometry.
Let L and L be non-negative selfadjoint operators in H and Jr’?, respectively, with
spectral measures E and E and quadratic form domains @ and Q.Set EL=1-E
and EX =1— E and let A > 0.

(1) IfJ*@ C @ and E(A)J(L — A)J*E(A) is trace class, then
Tr(L — A)- = —/(A —AN)dTrE(NJEMNJ*E(A) + Re + R>,
where
Ro = /(A —A)-d Tr E(N)*JEQ)J*E(AM)*,
R = /(/\ —AN)+ dTrE(A)JEQ)J*E(A).
) IfL=1J *LJ in the sense of quadratic forms, then
Tr(L — A)- = /(A —A)-dTtJ*EQ)J —R_ - R.,
where
R = /(A — AN)+d Tr E(N)J*E(L)JE(A),
R = /(x —A)-d Tr E(A)*J*E(A)JE(A)*.
By the assumption L = J *LJ in the sense of quadratic forms, we mean the fol-

lowing. Let ¢ and g be the quadratic forms of L and L, respectively. Then we assume
JQ C @ and g[Jy] = ¢q[y] forall ¥ € Q.
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We have written the second identity in an elegant, but slightly ambiguous way
because there could be cancellations of infinities, leaving the expressions undefined.
The precise meaning is as follows. The identity in (2) is to be understood with R’
and R. added to both sides. Then the left-hand side is a sum of three positive terms,
while there is one positive term on the right-hand side. Identity (2) rewritten in this
form holds in the sense of an equality of elements in [0, co) U {400}, which is also
the case for the identity in (1).

Proof. We begin with the proof of (1). In the sense of bounded operators in K,

J(L—A)-J* = (E(A) + E(MDJI(L — AN)-J*(E(A) + E(A)D)
= E(M)J(L — N)-J*E(AN) + E(MN)J(L — A)-J*E(A)*
+ E(A)J(L = A)-J*E(N)T 4+ E(A)SI(L — A)-J*E(A).
In the sense of quadratic forms on H , we can rewrite the first term on the right-hand
side as
E(N)J(L — A)-J*E(A)
= —EMN)J(L —AN)J*E(AN) + E(N)J(L— Ay J*E(N).
By assumption, E (AMJ(L-MN)J *E (A) is trace class and, therefore, bounded. Since
the left-hand side is bounded, the same must be true for the second term on the right-
hand side. Therefore, this identity holds in the sense of bounded operators on J.
When combined, we have shown that
J(L—A)-J* = —E(N)J(L —ANJ*EA) + E(NJ(L — AN+ J*E(A)
+ E(A)SJ(L — N)-J*E(N)*Y + E(N)J(L — A)-J*E(A)*
+ E(A)SJ(L = N)-J*E(A). (3.1)
As we can write # as the direct sum of ran(f (A)) and ran(ff (A)71), there is a

complete orthonormal set {{x }x>1 C H such that, for each k, ¥, € @ and one of
E(A)Yy and E (A) vy is zero. Thus, for each K > 1, the identity in (3.1) implies

K K

Y Wk JL = N)-T* V) 5 = = Y (Y, EN (L — N T*EM Vi) 5

k=1

x~

—

(i, E(MNJ(L — A) 4 J*E(A)Vk)

M =

+
k

Il
_

n
M~

Wi, B I (L = M-T*E(0) ) .

x
I
—_
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Note that all terms in each of the sums except for the first one on the right-hand side
are non-negative. However, the limit as K — oo of the first sum on the right-hand
side exists by the assumption that E(A)J(L — A)J*E(A) is trace class. Therefore,
by taking the limit K — oo, we conclude that

Tr(J(L — A)-J*) = —Tr(E(A)J(L — A)J*E(A))
+ Tr(E(A)J(L — A+ J*E(A))
+ Tr(E (M) J(L — A)-J*E(A)D).

Here we used the definition of the trace of a non-negative, bounded operator; see
[33, Section VI.6]. Using the cyclicity of the trace, that J*J = 1, and rewriting the
traces on the right-hand side in terms of spectral measures proves the claimed identity.

We turn now to the proof of (2). As bounded operators in #, we have
(L=A)-+ E(MNLE(A) = AE(N).
Using J*J =1land L = J*i], we can rewrite this as
(L—A)-+ E(A)J*LIE(A) = E(A)J*AJE(A),
Furthermore, using x = (x — A)4+ + min{x, A} for x > 0, we deduce that
E(N)J*LJE(A) = E(A)J*((L — A)4 + min{L, A})JE(A)
= E(A)J*(L = A)+JE(A) + E(A)J*min{L, A}JE(A).

Since the term on the left-hand side and the second term on the right-hand side are

both bounded operators, the same must be true for the first term on the right-hand

side. (The term on the left-hand side is bounded since it is equal to E(A)LE(A).)
Similarly, writing A = (x — A)—- + min{x, A} for x > 0, we have that

E(A)J*AJE(A) = E(N)J*((L — A)- + min{L, A})JE(A)
= E(A)J*(L — A)-JE(A) + E(A)J*min{L, AYJE(A).

Combining the above, we have shown that as bounded operators on #,

(L —A)=~+ E(A)J*(L — A)+JE(A) + E(A)J* min{L, A}JE(A)
= E(A)J*(L — A)-JE(A) + E(A)J* min{L, A}JE(A).

Since each of the terms are bounded operators, this is implies that

(L—=A)-+ E(A)J*(L — A4 JE(A) = E(AN)J*(L — A)-JE(M).
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Note that the operator
E(MYT*(L — A)-JE(M)* + E(MJ*(L — A)-JE(A)*
+ E(A)SJ*(L — A)-JE(A)

is bounded, since (E — A)- is bounded. Adding this operator to both sides, we obtain
that as sums of bounded operators on #,

J*(L—=A)-J = (L—A)- + E(NJ*(L —A)+JE(M)
+ E(A)YI*(L — A)-JE(A)*
+ E(A)J*(L — A)-JE(A)*
+ E(A)YT*(L — A)-JE(A).

The proof can now be completed in the same way as for the first identity in the lemma.
n

Remark 12. It is quite possible that Lemma 11 remains valid without the assumption
that J and J¢ are separable. This would probably involve a definition of the trace of a
bounded non-negative operator via nets. Since the separability assumption is satisfied
in all our examples, we content ourselves with this case.

3.2. Proof of main results

As mentioned above, the identities in Lemma 11 can be used to prove the inequalities
of Berezin—Li—Yau, Kroger, Erd6s—Loss—Vougalter and one of the authors. Indeed,
as we shall see below, applying (2) of Lemma 11 with # = L?(Q), J = L2(R%),
L being either —AD or HY, L being —A or H, and J: L*(R2) — L*(R?) defined
as extension by zero, and estimating R’ > 0, R, > 0 yields the Dirichlet version
of these inequalities. Similarly, applying (1) of Lemma 11 with # = L?(R2), H =
L*(R%), L being either —AY or HY, L being —A or H, and J: L*(Q) — L2(R%)
defined as extension by zero, and estimating R« > 0, R~ > 0 yields the Neumann
version of these inequalities. To obtain our improved inequalities we shall utilize the
uncertainty principles discussed in the first part of this paper to provide a positive
lower bound for R« and R’_, respectively.

In each case, we shall apply the uncertainty principles of Theorems 6 and 7 with
f being an eigenfunction of the operator of interest (extended by zero to all of R%).
As such, it is not unreasonable to believe that the conclusions of the uncertainty prin-
ciples could be strengthened in this restricted class of functions. However, under the
minimal assumption that || < oo, it is difficult to control global properties of the
eigenfunctions in any uniform manner. Therefore, strengthening the conclusions of
Theorems 6 and 7 for these eigenfunctions appears challenging without imposing fur-
ther assumptions on £2.
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Proof of Theorem 4 for —A?z, y =1 LetQ C R? be an open set of finite measure.

Step 1. We recall that the finite measure assumption implies that —Ag has discrete
spectrum, each of its eigenvalues has finite multiplicity and their only accumulation
point is +o0. Let {{, },>1 be a complete orthonormal set of eigenfunctions of —A?z
and {1, }»>1 the corresponding eigenvalues.

We will apply (2) in Lemma 11 with # = L?(R2), H = L?*(RY), L = —Ag,
L =—A,and J: L%(Q) — L%(R?) defined by

p(x) forx e Q,

Jo(x) =
) {0 for x € QC.

Note that L = J*LJ in the sense of quadratic forms.
In the notation of Lemma 11, we have for any p > 0,

E@= > (W )n and E) =F "))
n:An<p

By Lemma 11 (2), it holds that
Tr(—AD — A)- = /(A —A)-dTrJ*EQ)J —R_ —R..

Step 2. We compute the first term on the right-hand side. For any complete orthogonal
set {p;};>1 C L?(2), the fact that the Fourier transform is unitary combined with the
Pythagorean theorem implies

TN = Y EOe) =3 [ 1660 s

i >1 1 >1
/= D!

—e0 Y [0 Ol d
= jgr<a
= @0 [ 1l g dE = @Y @l
€2 <A
Therefore,

/(k —N)-dTrJ*EQ)J = L§ 4|Q|AH4/2,

Step 3. Combining the formula from Step 1 with the computation in Step 2, we
see that the Berezin-Li—Yau inequality follows from the trivial estimates R, > 0,
R_=>0.
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To do better, we provide a positive lower bound for R”_. In the case under consid-
eration, the fact that {y/, },>1 is a complete orthonormal set in L2(£2) entails that

Tr E(A)J*EMJEA) =Y (Y. E(A)T*EQ)JE(A)Yn)12()

n

= Z(wn, J*E(K)an)m(sz)

nAn<A
- Y [in@rdas
nidp<A IE[2<A

~T-85-A0 =Y [P

nAn<A E2> A

We recall that T r(—A?2 — A)? denotes the number of eigenvalues A, < A. Therefore,
by an integration by parts,

A=Y f [ 1@ agan.

An<A A ‘E|2>,{
By Theorem 6 and the normalization ||, ||} 2 @ = 1, we have
/ |&n($)|2 dé > ce_clpG(Q)ﬁ'
€]2>2

Thus, bounding the resulting integral as in [7], we find

o0
R_ > Z ce=c'Po@VA gy
An<Ap
4A
> ¢ Tr(—AD — A)° / e=¢'Pe @V 4y
A

> 3¢ Tr(=Aj — A)° Ae~ 2P0 @VA,
Since R. > 0, we conclude that
Tr(~AD — A)- < LY, QA2 3¢ Tr(— A — )2 Ae 2/ pe@VA,
To finish the proof, we distinguish two cases. The first case is where

1
Tr(—AD — A)° > 1+—3clec=d|Q|Ad/2'
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In this case, the previous estimate implies that

TH-A = A)- = L RIAMH2 (1 - e 2@V,
’ C

Meanwhile, when

1
Tr(—AS — A)° < 1—L§fd|sz|/\d/2,

+ 3¢
we have
A
Tr(—AZ — A)- = / Tr(—AD — )2 dA < ATr(—AD — A)°
0
< H—;%Lic’dmmwd/z _ lec,d|9|/\l+d/2(1 - —?;c%)‘

Thus, in both cases,
3¢ ’
T —AD —A) < L0 A1+d/2(1 _ —2c ,09(52)«/[\).
I'( Q ) = l,d| | 1_|_ 3Ce

This proves Theorem 4 for y = 1 in the Dirichlet case. |
Proof of Theorem 4 for —Ag, y=1 LetQ C R4 be an open set of finite measure.

Step 1. Let X :=inf aess(—Ag). If A > X, the left-hand side of the claimed inequality
is infinite and thus the inequality is trivially true. Therefore, in the rest of the proof
we assume that A < X. Let {1, },>1 be the set of eigenvalues of —Ag that are less
than A < ¥ and let {{,, },>1 be an orthonormal set of eigenfunctions corresponding
to these eigenvalues.

We aim to apply (1) of Lemma 11 with #¢ = L2(Q), # = L2(R?), L = —AY,
L =—A, and J: L2(Q) — L%(R?) defined as in the proof of the Dirichlet case.

In the notation of Lemma 11, we have for any u < A,

EW = > (¥n)¥n

n:An<p

and, as before, for all u > 0,
Ew =F""Ap<u(-))-

Assuming for the moment that E (AN J (=AY —N)J *E (A) is trace class, we deduce
from Lemma 11 (1) that

Tr(—AY — A)- = —/(x —ANAdTrE(NJEMJI*E(A) + Re + R-.
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Step 2. We compute the first term on the right-hand side and, showing that is finite,
will justify that E(A)J (=AY — A)J*E(A) is trace class. We note that

ran(J*E(A)) ¢ HY(Q) = dom(~/—AY + 1).

Hence, for any complete orthogonal set {¢; };>1 C L2(R%), we have
/(/\ —AN)dTr E(N)JEQX)J*E(A)

= Y [ = M Bty BT Ehg)

Jj=1

=Y IVEMN) 720y — AEM)@; 1720y

Jj=1
Since {¢;};>1 is an orthonormal basis for L2(R¢), the Pythagorean theorem implies
Y NEM;117 2, = @m) / Y Mlpane ™ 4)) 2 eyl dx
Jj=1 Q Jj=1

= @0 [ty ne O g d
Q

- <2n)—d|sz|[ d

€12 <A
and
d .
Y IVER)P)2aq, = @m) 74 / YN HOkL a0, ¢)) 12 ey dx
j>1 o J=lk=1

= @0 [ 1 aae Ol d
Q

- (2n)—d|sz|[|5|2ds.

&2 <A

These two formulas show that E(A)J(—AIS\IZ)J*E\(A) and E(A)JJ*E(A) are trace
class under our assumptions. Moreover, they show

- / (A — N Tr E(NTEQ)T*E(A) = —2m) |2 / (€7 = A) de
|E[2<A
= Ly oAt



Improved semiclassical eigenvalue estimates 261

Step 3. We observe that the Kroger inequality follows from the trivial estimates
R< >0, R~ > 0. To do better, we provide a positive lower bound for R .
For A < A < ¥ and any complete ON set {¢; };>1, we find

Tr E(A)TTEQ)J*E(M = (E(M)0;. EQ)E(A)¢)) 120

j=1

=Y > HEMN g Yndra(e?
J=1n:A,<A

=Z Z @, LppsaVn) 2@ey
J=>1n:A,<A

DI NACTD
n:in<A

§12>A

Therefore, in the current case we find

R<

/(x —A)-TrE(ANYJEQN)J*E(A)*T

= Y- [ W ®F e

n:Ap<A
" &12>A

By Theorem 6 and the normalization ||/ [/12(q) = 1, we have
/ [V (E)]? dE > cemeP DV,
§°>A
Combining this with Kroger’s inequality yields

R > ce_c/p"(g)‘/KTr(—Ag —A)- > clec,d|Q|A1+d/2e_clp9(m*/x.
Since R~ > 0, we have arrived at the inequality
Tr(=AY — A)- = LY, QA T2 (1 4 ce~¢po@VA),
which completes the proof of Theorem 4 for y = 1 in the Neumann case. |

Proof of Theorem 5 for HY, y = 1. Let @ C R? be an open set of finite measure and
let B > 0.

Step 1. Recall that the finite measure assumption implies that H has discrete spec-
trum, each of its eigenvalues has finite multiplicity and their only accumulation point
is +o0. Let {s}»>1 be the eigenfunctions of Hg and {A,},>1 the corresponding
eigenvalues.
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As in the proof for the Dirichlet Laplace operator, we aim to apply Lemma 11 (2).
In this case, we choose # = L2(Q), # = L>(R2?),L = H2,L = H, and J defined
as before through extension by zero. Note that in the sense of quadratic forms, H> =
J*HJ.

We have for any p > 0,

E@ = Y (Yn)¥n and Ey = Y T

n:An<p k:BQk—1)<pun

By Lemma 11 (2),
Tr(Hy — A)- = /(A —AN)-dTrJ*EQ)J —R_ —R..

Step 2. For the first term on the right-hand side, we have

/(A —AN)-dTrJ*EQ)] = ) (A= B2k —1)Tr(lgMlg)
k:B(2k—1)<A
= Y (A-B@Qk- 1))/ i (x, x) dx
k:B(2k—1)<A Q
B
= o 191 (A = B@k 1),
k:B(2k—1)<A

where we used the fact that the integral kernel of Iy satisfies 1 (x, x) = B/(2n)
for all x € R2.

Step 3. Combining the formula from Step 1 with the computation in Step 2, we obtain
B o0
Tr(HG — A)- = 12— ) (BQk—1)—A)-—R_ - R_.
(R — M) = (915 3Bk =1 = A)- R~ R

The inequality of ErdGs—Loss—Vougalter follows by bounding R’ > 0 and R. > 0.
To get an improved inequality, we will still drop the term RZ , but we shall provide
a positive lower bound for R’”_. We write

Ro= > /(/\—A)+dTrE(A)J*E(/\)JE(A)
nAn<A
DS [CERSI T LAV
n:An<A

Do D Bk —1)= A TMeyn g2

nAn<A k>1
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[ ¥ TiMaalg,dn
0

n:iAp<A k:BQk—1)>A+n

For fixed n > 0, we bound

> Y I3 2 go)

n:Ap<A k:BQk—1)>A+n

> Te(Hg = A)2 inf Y Yl za)-
~ k:B(2k—1)>A+n

Now, by Theorem 7, there are constants ¢, ¢’ > 0 depending only on 6 such that

> I |22 gy = ce™¢ Co@VATIHP0DE),

k:B(2k—1)>A+n

We obtain, as in [7] and the proof for —Ag,

o
R > ¢ Te(HD — A)? / o' (o @ VAFI+p6(@3B) 4

0
3A

> ¢ Tr(HS — A)° / ¢ Cro@VA+ps(@2B) 4
0
> 3cA Tr(HE — A)% e @Po @V A+00(?B)

Now, we distinguish two cases according to whether Tr(Hg — A)2 exceeds

1
1+ 3¢

B oo
ATNRI—= ) (B2k—1)—A)-
Q15— ) (B@k—1) = A)
k=1
or not. Arguing similarly to proof of Theorem 4, we find that in either case

B & 3 ,
Te(HE = A)- < |R15= Y (B —1)— A)_(l — H—‘;Ce—c (W‘Q'AH“'B)).
k=1

This proves Theorem 5 for y = 1 in the Dirichlet case. ]

Proof of Theorem 5 for Hg ,¥ = 1. Let @ C R? be an open set of finite measure and
let B > 0.
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Step 1. Let X = inf aess(Hg). If A > %, the left-hand side of the inequality in the
statement is infinite and the inequality is trivially true. Therefore, we in the rest of the
proof assume that A < X. Let {1, },>1 be the set of eigenvalues of Hg that are less
than A < ¥ and let {1, }»>1 be an orthonormal set of eigenfunctions corresponding
to these eigenvalues.

We aim to apply (1) of Lemma 11 with # = L?(R), H = L*(R?), L = Hg,
L = H,and J defined as in the earlier proofs.

In the notation of Lemma 11, we have for any u < A,

EW = > (¥n)¥n

n:An<p

and for all u > 0,
Ew= > T

k:BQk—1)<u

Assuming for the moment that E (AN)J(HY — A)J *E (A) is trace class, we deduce
from Lemma 11 (1) that

Tr(Hy — A)- = —/(/\ —NdTrE(NJEMJ*E(A) + R< + R>.

Step 2. We compute the first term on the right-hand side, in particular, showing that it
is finite and thereby also justifying that E(A)J(Hg — A)J* E(A) is trace class. We
note that
E(MNJEMNJ*E(A) = > M JEQ)T Ty,
k,k’: BQk—1)<A,
B(Q2k'—1)<A

Let {¢;};>1 C L>(R?) be an orthonormal basis of L?(R?) satisfying [Ty ¢, € {0, ¢;}
for each k, j > 1. Since ran J*I1; C Hj (RQ) = dorn(«/HQN + 1), we have

/(x —AN)dTrE(NJEQN)J*E(N)

= Y Y [ au e EGI )

k:B(2k—1)<A j=1

= Y D VAT 172 q) — ATk (17 2qy)-
k:B(2k—1)<A j=>1

Since {;};>1 is an orthonormal basis for L2(R?) and I (x, x) = B/(2r), we have

B
2 1Mk 72y = Tr(leTklo) = —|2|.
Jj=1
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The argument for the term involving V4 is a bit more complicated. Denote by Wy
the restriction of IT (-, x) to 2. We have for any ¥ € L?>(R?) and x € 2,

My (x) = / Wi ()Y (x) dx' = (Wi (X)), ¥) L2 R2)

R2

and by smoothness of the kernel,

Vallg ¥ (x) = /VA,x‘Pk,x/(x)I/f(x/) dx' = (Vax Vi . (X). ¥)2r2)
R2

Here V4, denotes the magnetic gradient acting with respect to the x variable. The
completeness of {¢; };>1 implies that

IVATL@i |17 20y = |V x Wi o (x)]? dx'dx.
(2)
j=1 Q R2

Now, by an identity proved in [5], we have for every x € €2,

B
[ 10 dx = = Bk~
R2
Consequently, we have shown that

- /(A —AN)dTrE(NJEQN)J*E(A) = |sz|% > (B@k—1) = A)-.
k=1

We note that the argument that we have just given also shows that E (A)JHYJT* E (A)
and E(A)JJ*E(A) are trace class.

Step 3. The semiclassical inequality obtained in [5] thus follows from the formula in
Step 1 and the computation in Step 2 via the trivial estimates R~ > 0, R~ > 0. To do
better, we yet again provide a positive lower bound for R .

For A < A < X and any complete ON set {¢; };>1, we find

Tr E(A)YJEQW)J*E(A)*®
=Y (E(A) ¢;. EME(A) ¢) 120

j=1
=3 Y UEM 01 V) 2@
J=1 nid, <A

=> Y 2 1kgy. ¥n) 2y

J=1 nidp<A k:BQk—1)>A
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- Z 2. D e Tevn) 2wy P

J=1 n:idy<A k:B(2k—1)=A

= Z Z ||HkWn||12J2(R2)-

n:Ap<A k:B(2k—1)>A

Therefore, we have

R< = /(A —A)-TrE(ANYJEQN)J*E(AN)*®
= Y- Y IMvalags)-
nidp<A k:B(2k—1)=A
By Theorem 7 and the semiclassical inequality for H, g proved in [5],
Re = ce e Co@VETo @) § (A )

n:Ap<A
—c 2
= ce ¢ (pg (D~ A+po(R)%B) Tr(Hg —A)-

B _. -
> C|Q|E6_c (0o () vV A+po(R)?B) Z(B(zk —1)—A)-.
k=1

Since R~ > 0, we have arrived at the claimed inequality

266

B & :
Te(HY — A)- = ¢|R] 7 Y (Bk—1) = A)-(1 +ce* (06 (DVA+09(@)*B))
k=1

This proves Theorem 5 for y = 1 in the Neumann case.

4. Consequences for Riesz means of higher order

So far, we have proved Theorems 4 and 5 for y = 1. In this section we explain how

to deduce the result for y > 1 from this special case. We consider the non-magnetic

and magnetic cases simultaneously.

Recall that by the Aizenman—Lieb identity, we have for any y > 1 any A > 0, and

any selfadjoint operator L,
A
Tr(L — A)Y = y(y —1) /(A — )Y 2Tr(L — A)-dA.
0

Define

0 .__ TSC +d/2
GOA) i= L, A

.1
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and

B o0
B .
GE(A) = EkE_l:(B(zk —1)—A)Y for B > 0.

(It is worth noting that limp_,¢ Gf (A) = G3(A) whend =2.)Fory > land B >0,
we have, similarly to (4.1),

A
GE(A) = y(y 1) [ (A -2 2GE() da.
0

Combining these formulas with Theorems 4 and 5, we infer that there are con-
stants ¢, ¢ depending only on 8 and d such that

Tr(—Ag — MY < [QIG)(A) — R, (4.2)
Tr(—Af — MY > [QIG)(A) + R, (4.3)
Tr(HQ — A)Y < [Q|GF(A) — RP, (4.4)
Tr(Hy — M) > 1QIGE (M) + RE, 4.5)
where, for B > 0,
A

RE = ¢|Qly(y = 1) /(A _ ,\)V—Z(;{f’(k)e—C’(ps(Q)ﬁ+pe(Q)zB) da.
0

Bounding e~ (0o (DVA+09 ()7 B) > o= (0g(DVA+06(7B) i) the integrand, we find

RB > ce—c’(Pe(Q)ﬁ-i-pe(Q)zB) 122 |GB(A)
p— y .

Upon inserting this bound into (4.2)—(4.5), we obtain the bounds in Theorems 4
and 5 for y > 1. This concludes the proof of these two theorems.
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